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It does not do harm to the mystery to know a little about it.

— Richard Feynman





abstract

This thesis presents the first simultaneous measurement of low energy neu-
trinos produced in the Sun through the chain of reactions started from the
proton–proton fusion (pp chain) and detected by the Borexino experiment.

The Borexino experiment uses about 300 tons of liquid scintillator as target
material. Solar neutrinos interact with the electrons of the scintillator and
the energy released in the interaction is converted into scintillation light and
detected by photo-multipliers. The measurement presented in this thesis is
based on a multivariate analysis that exploits the energy, position and pulse
shape distribution of the events in order to constrain the background and signal
rates. To perform the analysis, new software tools and procedures have been
developed, benchmarked and optimized in the framework of this thesis work.
The sensitivity and systematic uncertainties have been studied using ensembles
of pseudo data produced with Monte Carlo techniques considering all physical
processes involved in the neutrino interaction, in the detector response, and
in the read-out electronics.

The results presented in this thesis improves previous Borexino findings.
The interaction rate of neutrinos produced in the pp reaction which drives the
energy production in the Sun has been measured to be 134± 10(stat)+6

−10(sys)
counts per day per 100 ton of scintillator (cpd/100 t). The rate of neutri-
nos produced by the electron capture on 7Be has been constrained to 48.3 ±
1.1+0.4
−0.7 cpd/100 t that is a factor 2 more accurate than the current prediction of

the models that describe the structure and evolution of the Sun. The presence
of neutrinos from the pep reaction has been established with a 5σ significance,
its rate being 2.43± 0.36+0.15

−0.22 cpd/100 t (2.65± 0.36+0.15
−0.24 cpd/100 t) assuming

an high (low) fraction of metals in the Sun.
Under mild assumptions on the nuclear physics, an upper limit on the rate

of neutrinos produced in the cycle of nuclear reactions catalyzed by C, N, and
O (CNO cycle) has been constrained below 8.1 cpd/100 t at 95% C.L. The sen-
sitivity to a CNO signal is primarily limited by 210Bi and pep events that have
an almost indistinguishable energy distribution. To improve the sensitivity an
independent analysis has been designed to constrain the rate of 210Bi and pep,
breaking the correlation with the CNO signal. The requirements on the con-
straints have been defined through an extensive sensitivity study based which
shows that under plausible assumptions on the actual CNO neutrino flux, an
uncertainty of 1.75 cpd/100 t in the determination of the 210Bi background
would result in a 3σ median significance.

In this connection, a strategy for estimating the 210Bi background level
based on the measurement of the 210Po daughter has been developed, tested
and applied to real data, showing that the precision requested is achievable,
and it is currently under consideration within the Borexino Collaboration.

The measurements presented in this thesis along with an independent esti-
mate of 8B neutrinos also based on Borexino data have been used to perform
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frequentist and Bayesian hypothesis testing between the predictions of the
two most popular solar models. The results show an excellent agreement with
the temperature profile expected assuming that the Sun has a high fraction of
metals, that is favoured with respect to the predictions based on a lower metal
content with odds 5 : 1 or, equivalently, Bayes factor 4.9. Assuming the fluxes
predicted by the solar models it is possible to compute the electron neutrino
survival probability and study the properties of neutrino oscillation. Borexino
measurements establish the existence of matter effect at 98.2% C.L.

The results presented in this thesis are the most accurate estimates of all
the low-solar neutrino fluxes to date and provide the foundation of the future
measurement of CNO that can be achieved thanks to innovative methods
proposed to constrain the background.
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I N T RO D U C T I O N

Solar neutrinos have been driving major scientific discoveries for the last 50
years, both on the fundamental properties of neutrinos and for the understand-
ing of the Sun. For instance, neutrino flavour oscillations, which proved that
neutrinos are not massless as expected from the Standard Model of Particle
Physics, were first experienced and later discovered in solar neutrino experi-
ments. Solar neutrinos provided also the ultimate proof of the nuclear origin
of the Sun power. The Sun produces energy by fusing four protons into a he-
lium nucleus through a series of nuclear processes taking place in the Sun core:
≈ 99% of the Sun energy is generated in a chain of reactions starting with the
fusion of two protons (pp-chain), while the remaining ≈ 1% is produced in a
loop of nuclear reactions catalysed by the presence of carbon, nitrogen and
oxygen (CNO cycle). Thanks to their small cross section, neutrinos produced
in these processes can escape the Sun interior and reach the Earth as direct
messenger of the nuclear reactions happening in the Sun core.

The Borexino experiment at the INFN Laboratori Nazionali del Gran Sasso
(LNGS) has been the first experiment able to perform low-energy solar neu-
trino spectroscopy. Measuring the energy released by solar neutrinos allows
to separate the contributions of neutrinos produced in the different nuclear
reactions, thus probing the Sun engine with an unprecedented detail. Borex-
ino started the data taking in 2007. Neutrinos are detected via their elastic
scattering with the electrons of 278 tons of liquid scintillator. The key of the
success of Borexino is the impressive low-background level which allows to
be sensitive to event rates as low as a few counts per day per 100 ton of liq-
uid scintillator. In the first phase of the experiment (2007–2010) Borexino
measured the solar neutrinos produced in the 7Be, pep, 8B reactions of the pp-
chain. A purification campaign that further reduced the background level was
performed between 2010-2011, proceeding the second phase of the experiment
whose data are analysed in this thesis.

This thesis work presents the most accurate determination of low-energy
neutrinos emitted in the pp-chain based on Borexino Phase II data along with
the prospects for the first detection of the CNO neutrinos in Borexino. The
dissertation is structured as follows. Chapter 1 introduces the main concepts
of neutrino phenomenology and solar physics required to interpret solar neu-
trino measurements and reviews the main experimental achievements, includ-
ing the results of Borexino prior to this thesis work. The main features of
the Borexino detector are described in Chap. 2 along with the procedures
for the reductions of backgrounds. Chapter 3 describes the development of a
multivariate analysis of Borexino data which exploits the energy, position and
topology of the events to constrain the background and neutrino interaction
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2 introduction

rates. The sensitivity of the analysis is covered in Chap. 4 where the expected
statistical uncertainties systematics due to the fit model are discussed. Chap-
ter 5 presents the measurement of the low-energy solar neutrinos interaction
rate performed analysing Borexino Phase II data. The results have been com-
bined with an independent measurement of 8B neutrinos (also performed by
Borexino) to test the effect of matter on neutrino oscillations and predictions
of different solar models.

The second part of the thesis is focused on the search for neutrinos emitted
in the CNO cycle, that has never been detected yet. The sensitivity of the
analysis to CNO neutrinos is limited by the presence of 210Bi and pep which
can mimic its the signal. A strategy for the first detection of CNO neutri-
nos is outlined in Chap. 6. A detailed sensitivity study shows the impact of
background constraints on the sensitivity to the CNO neutrino signal, and
different approaches to achieve an independent assessment of the background
rates are discussed. Chapter 7 details the progresses in the determination of
the 210Bi background through the measurement of the 210Po daughter that is
supposed to be in equilibrium but whose spatial density is influenced by con-
vective motion in the liquid scintillator due to instabilities in the temperature
gradient.

The results presented in this thesis contributed to a comprehensive measure-
ment of the pp-chain solar neutrinos performed by Borexino which provides
the most accurate determination of the low-energy neutrino fluxes to date.
The strategy discussed to achieve the first detection of CNO neutrinos set the
basis for the next, ambitious goal of the experiment.



C H A P T E R 1
S O L A R N E U T R I N O S

The study of solar neutrinos has been one of the driving forces of the progress
of neutrino and solar physics in the last 50 years. This fascinating field stands
at the crossroad between particle physics, nuclear physics and astrophysics
and its development required remarkable joint efforts by these three communi-
ties. This chapter introduces the main concepts of neutrino and solar physics
needed to interpret solar neutrino measurements. Section 1.1, after a short
introduction of the neutrinos within the framework of the Standard Model
of Particle Physics, presents the basic phenomenology of neutrino oscillation,
both in vaccum and in matter. The working principles of the Sun, encapsu-
lated in the so-called Standard Solar Model, are described in Sec. 1.2 along
with the processes producing solar neutrinos; the predictions of the Standard
Solar Model that were tested experimentally and gave rise in the recent years
to the solar abundances controversy are also discussed. The propagation of
solar neutrinos from the Sun core to the Earth is described in Sec. 1.3, while
Sec. 1.4 briefly reviews the main experimental achievements of solar neutrino
physics to date. Finally, prospects for the new measurements of solar neutrinos
are discussed in Sec. 1.5.

1.1 introduction to neutrino oscillation

This Section summarizes the fundamental concepts of neutrino phenomenology
that are needed to describe the behaviour of the neutrinos produced in the Sun.
After a short introduction on the role of neutrinos in the current framework
of elementary particle physics (Sec. 1.1.1), Sec. 1.1.2 presents the theory of
neutrino oscillations in vacuum and Sec. 1.1.3 describes the effect on the flavour
transition of the matter potential experienced by neutrinos.

1.1.1 Neutrinos in the Standard Model of Particle Physics

In contrast to most of the particles discovered in the first, chaotic years at the
dawn of particle physics, neutrinos were theoretically postulated before their
first experimental observation. The observation of the continuous β spectrum
made by Meitner and Hann in 1911 and later confirmed by Chadwick in 1914
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4 solar neutrinos

seemed to suggest that contrarily to the α and γ decays, energy was not
conserved in the β decay process [1–3].

In order to save the energy conservation law, in 1930 Wolfgang Pauli sug-
gested, in his famous letter addressed to the participants of a meeting in
Tubingen, “a desperate remedy”: the existence of a new, extremely light and
hardly detectable neutral particle with spin 1/2 that is also emitted in the β
decay and accounts for the apparent missing energy.

The subsequent progress due to Fermi, the four-fermion β decay Hamilto-
nian introduced in 1934 [4, 5], turned the initial guess of Pauli into a predictive
theory, which became more and more acceptable to the community and that
culminated with the first observation of anti-neutrinos at the Savannah River
reactor by Cowan and Reines in 1953 [6, 7].

Since then, the understanding of particle physics has made impressive progress.
Thanks to many fundamental experiments and to the theoretical work of
Glashow, Salam, Iliadis, Higgs, Weinberg, Feynman, Gell-Mann and many
others, a comprehensive theory embedding the entire knowledge of particle
physics has been developed. The strong, weak and electromagnetic forces are
described by so-called Standard Model (SM) of Particle Physics, which has
proved itself as an incredible successful theory being able to explain almost all
the experimental results obtained so far and to predict a variety of phenomena.

In the Standard Model, twelve spin-1/2 elementary particles are present [8]:
six quarks which are sensitive to the strong interaction, and six leptons that
are not. Both quarks and leptons are paired in three generations or families;
in the leptonic sector, each family is composed by a charged lepton (e−, µ, τ)
and a neutrino with the corresponding flavour (νe, νµ, ντ ).

Neutrinos, being electrically neutral, are subjected only to the weak in-
teraction. Already in 1956 Wu showed that the parity is violated in weak
processes where charge is exchanged [9], indicating that only (anti)particles in
the (right)left-handed helicity state can interact. This result was verified in
1958 by Goldhaber who demonstrated that neutrinos are produced mostly left-
handed [10], leading to the idea that right-handed neutrinos are not present
in nature.

In the SM, the weak interaction is described jointly with the electromagnetic
force [11, 12] by the SU(2)L×U(1)Y symmetry group. The SU(2)L denotes the
symmetry under weak isospin (T ) transformations, where the index L reminds
that the group acts on the left-handed chiral components of the fermion field.
On the other hand, U(1)Y describes the hypercharge, that allows us to write
the electric charge generator Q as Q = T3 +Y/2, where Y and T3 are two diag-
onal matrices, the former proportional to unity and the latter being the third
component of the weak isospin operator. The left-handed leptons are arranged
in isospin doublets of the form (ν`, `) which have the same hypercharge, while
right-handed components are singlets under SU(2). Requiring the theory to
be invariant under local gauge transformation leads to the introduction of four
massless bosonic fields: an isospin triplet of vector bosons associated to the
generators of SU(2) and one additional vector boson for the U(1) group that is
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an isospin singlet. Once properly arranged, these terms represent the photon
and the carriers of the weak force, the charged W± and the electrically neutral
Z0. The very large mass of the weak interaction bosons (mW = 80.4 GeV/c2,
mZ = 91.2 GeV/c2 [8]) is generated by the spontaneous symmetry breaking
induced by the Higgs field and results in a very short interaction range that
historically motivated the name weak referred to this force.

The Higgs field, along with the weak vector bosons, also gives mass to all the
SM fermions through the Yukawa coupling of the right handed fermion with
its left-handed doublet and the Higgs field, and since right-handed neutrinos
are not foreseen, neutrinos are left massless in the SM.

Neutrinos interact with the other particles of the SM through the exchange
of W± and Z0 bosons. The interactions mediated by the W± are called
charged-current (CC) interactions and couple neutrinos to their isospin part-
ners. The process is described by the interaction of the charged leptonic weak
current jW,L with the W field in the Lagrangian

L CC = − g

2
√

2
jµW,LWµ + h.c. with jµW,L = 2

e,µ,τ∑
α

ναLγ
µ`αL (1.1)

where ναL (`αL) is the left-handed fermion field describing the α neutrino
(charged lepton), g is a coupling constant, γµ represents the Dirac matrices
and h.c. stands for the hermitian conjugate. The charge-current interactions
are responsible for the β decay and were directly observed in the neutrino
sector contextually to the neutrino discovery in 1956.

The neutral-current (NC) process is mediated by the Z0 boson and is de-
scribed by the interaction of the weak leptonic neutral current jZ,L with the
Zµ field in the Lagrangian

L NC = − g

2 cos θW
jµZ,LZµ

with jµZ,L =
e,µ,τ∑
α

(
gνLναLγ

µναL + g`L`αLγ
µ`αL + g`R`αRγ

µ`αR
)

(1.2)

where the definition of the neutral current reflects the fact that the Z0 is
defined as a superposition of two fields introduced imposing the local gauge
invariance under SU(2) and U(1). Therefore, the weak neutral current involves
also right handed fermions with a strength given by the coefficients gν/`L/R that
is proportional to the mixing among the two original fields represented by the
Weinberg angle θW . The neutral current interactions were observed for the
first time by the Gargamelle experiment at CERN in 1973 [13].

1.1.2 Neutrino Oscillation in vacuum

Soon after the discovery of anti-neutrinos from nuclear reactors in 1956, physi-
cists tried to measure neutrinos from a variety of other sources. In particular,
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experiments measuring neutrinos produced by nuclear reactions in the Sun or
generated in cosmic ray showers in the atmosphere gave puzzling results, often
resulting in a flux of neutrinos substantially smaller than the expectations. In
fact, contrarily to what was predicted by the SM, neutrinos do have a small
mass and the eigenstates of the weak interaction are not the same mass eigen-
states involved in the propagation, making the probability of the neutrino to
appear in a flavour different that its original one to oscillate while travelling.
This phenomenon was hypothesized already in the late 1950s by Pontecorvo
in analogy with the K0–K̄0 oscillation in the quark sector [14, 15], but was
demonstrated experimentally only between 1998 and 2001.

In this framework it is possible to express the flavour eigenstates |να〉 as a
combination of Hamiltonian eigenstates |νk〉, which can be distinguished by
the Greek and Latin label denoting flavour and mass eigenstates respectively.
Each Hamiltonian eigenstate is characterized by a specific mass mk

H |νk〉 = Ei |νk〉 where Ei =
√
p2 +m2

k (1.3)

The flavour state |να〉 is described by

|να〉 =
3∑
i=0

U∗αi |νi〉 (1.4)

where the mixing matrix U is a 3×3 unitary matrix1 named after Pontecorvo,
Maki, Nakagwa and Sakata (PMNS).

Following from Eqs. (1.4) and (1.3), the time evolution of the flavour state
|να(t)〉 is

|να(t)〉 =
∑
k

U∗αke−iEkt |νk〉 (1.5)

Exploiting the unitarity of U , it is possible to express a Hamiltonian state
as a combination of flavour states

|νk〉 =
∑
α

Uαk |να〉 (1.6)

Thus, substituting Eq. (1.6) in Eq. (1.5), the evolution of the flavour state |να〉
becomes

|να(t)〉 =
e,µ,τ∑
β

( 3∑
k=1

U∗αke−iEktUβk
)
|νβ〉 (1.7)

Equation (1.7) shows that if the mixing matrix is not diagonal, a pure flavour
state |να〉 at t = 0 becomes a superposition of different flavour states evolving

1 The dimension of U derives from the fact that to describe three independent flavour states, at
least three independent mass states must exist. However, if more non-interacting neutrino
flavours exist, then more mass eigenstates should be considered and the 3 × 3 submatrix
describing the mixing of the three interacting neutrinos would not unitary.
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for t > 0. The probability of measuring a flavour |νβ〉 after a time t is given
by the squared modulus of the transition amplitude | 〈νβ|να(t)〉 |2, which is

Pνα→νβ (t) = |〈νβ|να(t)〉|2 =
∑
k,j

U∗αkUβkUαjU
∗
βje−i(Ek−Ej)t (1.8)

In the ultra-relativistic case Ek ≈ E + m2
k/2E where E = |p| and the propa-

gation time t can be approximated by the travelled distance L, leading to

Pνα→νβ (E,L) =
∑
k,j

U∗αkUβkUαjU
∗
βj exp

(
−i∆m2

kjL

2E

)

= δαβ − 4
∑
k>j

<
[
U∗αkUβkUαjU

∗
βj

]
sin2

(
∆m2

jkL

4E

)
+ 2

∑
k>j

=
[
U∗αkUβkUαjU

∗
βj

]
sin
(

∆m2
jkL

2E

) (1.9)

where ∆m2
kj denotes the squared–mass difference m2

k − m2
j and the natural

units are substituted in the argument of the sin function.
Neutrino oscillations were proven jointly by the measurement of solar and

atmospheric neutrinos performed respectively by the SNO and Kamiokande
experiments, that will be briefly described in Sec. 1.4. Since then, this phe-
nomenon was studied in many different conditions using a variety of neutrino
sources, obtaining a very accurate measurement of both the mixing parame-
ters and the mass-squared difference of the Hamiltonian eigenstate, but not
the absolute values of the neutrino masses which still is one of the main open
questions in neutrino physics.

The many different experiments that studied neutrino oscillations in the last
twenty years are justified by the fact that the oscillation parameters do not al-
low a single experiment to be sensitive enough to all the oscillation parameters.
The squared–mass difference responsible for the oscillation of solar neutrinos
is indeed ∆m2

12 = 7.53± 0.18× 10−5 eV2, while the ones causing the oscilla-
tion of atmospheric neutrinos are ∆m2

31 ≈ ∆m2
32 = 2.44± 0.06× 10−3 eV2. In

order for an experiment to be sensitive to oscillation, it should consider neutri-
nos with energy E and baseline L such that ∆m2L/4E ≈ 1. In order to estimate
the L/E ratio that verifies this condition, the phase factor in Eq. (1.9) can be
conveniently expressed replacing the natural units

∆m2
kjL

4E = 1.27
∆m2

kj [eV2]L[m]
E[MeV] (1.10)

Thus, when an experiment is sensitive to the “atmospheric” mass splitting, the
L/E ratio is not large enough to give a substantial effect when combined with
the “solar” mass splitting (∆m2

solL/4E � 1). Conversely, when the experiment
L/E is set to be sensitive to the small solar mass splitting, the oscillation
phase is ∆m2

atmL/4E � 1 and therefore is averaged to 〈sin2 x〉 = 1/2.
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In many cases it is possible to simplify the three neutrino scenario and de-
scribe the oscillation with a simpler effective model considering two neutrinos
only. In this framework, the mixing matrix U can be expressed as a rotation
depending on one mixing angle only

U =
(

cos θ sin θ
− sin θ cos θ

)
with 0 ≤ θ ≤ π

2 (1.11)

and the transition probability in Eq. (1.9) becomes

Pνα→νβ (E,L) = δαβ − (2δαβ − 1) sin2 2θ sin2
(

∆m2
kjL

4E

)
(1.12)

It is possible to show that a generic unitary matrix can be described by
a similar parametrization. In the general case of n families and considering
neutrinos as Dirac particles like the rest of the Standard Model fermions2, a
unitary matrix is described by 1/2n(n− 1) mixing angles and 1/2(n− 1)(n− 2)
phase factors. Hence, in the three neutrino framework of the Standard Model,
the PMNS matrix can be expressed as

U =

1 0 0
0 c23 s23
0 −s23 c23

×
 c13 0 s13e−iδ

0 1 0
−s13e−iδ 0 c13

×
 c12 s12 0
−s12 c12 0

0 0 1

 (1.13)

with cij and sij indicating cos θij and sin θij respectively, while δ is a phase
factor that, if different from 0, breaks the CP symmetry.

With an analogous treatment, the results derived in this Section can be ob-
tained also for the anti-neutrino case. The only difference is that to express
the anti-neutrino flavour state as a superposition of anti-neutrino mass eigen-
states, the weights are given by the complex conjugate of the ones used in
Eq. (1.4) (Uαk), which causes the change of the sign of the term depending on
the imaginary part of the mixing matrix product in Eq. (1.9).

1.1.3 Neutrino oscillation in matter

In the previous section it was shown that the evolution of the flavour state
is determined by the system Hamiltonian. In case neutrinos propagate in
ordinary matter, the interaction potential affects νe differently from νµ,τ since
the charge-current interaction with the electrons of the medium involves only
νe. This difference in the interaction potential reflects into the Hamiltonian
and therefore impacts on the neutrino flavour oscillation.

2 If neutrinos and anti-neutrinos were the same particle just with different helicity, then they
would be Majorana particles. Among the deep implications of this fact, two additional phase
factors appear in the mixing matrix.
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The νe–e− charge-current interaction is described by the Lagrangian

L CC = −g2

8 j
†
W,L;µG

µν
(W )j

ν
W,L (1.14)

where Gµν(W ) is the W boson propagator that is given by

Gµν(W )(q) =
−gµν + qµqν

m2
W

q2 −m2
W + iε (1.15)

with q being the gauge boson momentum. In the energy range typical for
the neutrinos produced in nuclear reactions, q � m2

W , thus the gauge boson
propagator can be approximated by Gµν))(W ) ≈ igµν/m2

W . Substituting in
Eq. (1.14) one gets

L CC = −GF√
2 j
†
W,L;µj

µ
W,L (1.16)

where GF is the Fermi constant that is defined as g2/(8m2
W ) and is 1.6637(1)×

10−5 GeV−2. In order to compute the charge-current potential of neutrinos
propagating in an electron gas, one should evaluate the average over the dis-
tribution of the electrons in the medium rest frame of the Hamiltonian density
derived from Eq. (1.16)

H (CC)(x) = GF√
2 νe(x)γµ(1− γ5)νe(x)〈e(x)γµ(1− γ5)e(x)〉 (1.17)

where the term in 〈. . . 〉 indicates the average over the electron momentum and
spin states. It can be shown that the only non-vanishing term is

H (CC)(x) = VCC(x)νeL(x)γ0νeL(x) (1.18)

where VCC(x) =
√

2GFne(x) is the charge-current potential and ne(x) is the
electron density in x. With a similar approach one can compute the potential
of the neutral-current interaction, but since it equally affects all the flavours
it will result in a coherent phase factor that does not affect the oscillation.

The total Hamiltonian governing the propagation is then

H = H0 + HI (1.19)

where H0 is the vacuum Hamiltonian in Eq. 1.3 and HI includes the effect of
the interaction with matter

H0 |να〉 = Vα |να〉 with Vα = VCCδαe (1.20)

The evolution of a neutrino state with initial flavour α is described by the
Schrödinger equation

i d
dt |να(t)〉 = H |να(t)〉 (1.21)
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from which one can show that the transition amplitude 〈νβ|να(t)〉 = ψαβ(t)
evolves as

i d
dxψαβ =

∑
η

(∑
k

Uβk
∆m2

k1
2E U∗ηk + δβeδηeVCC

)
ψαη(x) (1.22)

where U is the same mixing matrix introduced in Eq. (1.4) and E is the
neutrino energy. In deriving Eq. (1.22) the ultra-relativistic approximation
t ∼ x was used and a term generating a phase common to all the flavours was
neglected.

Considering the simplest case of mixing among two neutrino components
νe, νµ and ν1, ν2, Eq. (1.22) can be conveniently expressed in matrix form as

i d
dt

(
ψee
ψeµ

)
= ∆m2

M

4E

(
− cos 2θM sin 2θM
sin 2θM cos 2θM

)(
ψee
ψeµ

)
(1.23)

with ∆m2
M and sin 2θM defined as

∆m2
M =

√
(∆m2 cos 2θ − 2EVCC)2 + (∆m2 sin 2θ)2

and sin 2θM = ∆m2 sin 2θ
∆m2

M

(1.24)

that represent the effective mass splitting and mixing angle in matter3. The
Hamiltonian matrix in Eq. 1.23 is diagonalized by the transformation

UM =
(

cos θM sin θM
− sin θM cos θM

)
(1.25)

which transforms the flavour states into the Hamiltonian eigenstates. Apply-
ing UM to the transition amplitudes in Eq. 1.23, one finds that the matrix
describing the evolution has off-diagonal terms equal to i4EdθM/dx which al-
lows the transition between mass eigenstates. However, if the electron density
ne is constant or varies smoothly (like in the case of the Sun interior), the
so-called crossing probability PC , i.e. the probability of oscillation between
different mass eigenstates, is negligible for energies below 10 GeV.

One can notice that if the electron density varies along the propagation,
when the condition

∆m2 cos θ = 2E
√

2GFne(x) (1.26)

is met, the effective mixing angle θM becomes π/4 causing maximal mixing
between the flavour eigenstates. It should be noticed that such resonance can
occur only if the vacuum mixing angle θ is < π/4 because otherwise cos 2θ < 0
and the interaction potential is always positive for νe. This mechanism is

3 Note that in the vacuum limit ne → 0 the effective mass splitting and mixing angle tend to
the corresponding values in vacuum.
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known as the MSW effect, from the names of Mikheev, Smirnow and Wolfen-
stein that first hypothesized this phenomenon [16, 17].

The transformation (1.25) has exactly the same form of the mixing matrix
in Eq. (1.11), thus, if the electron density is constant, the oscillation proba-
bility for a νe travelling in matter within the two-flavour model has the same
structure of the result obtained in vacuum (Eq. 1.12):

Pνe→νµ(x) = sin2 2θM sin2
(

∆m2
Mx

4E

)
(1.27)

But if the electron density varies adiabatically along the neutrino path, the
survival probability for electron neutrinos, i.e. Pνe→νe , becomes

P adiabatic
νe→νe (x) = 1

2 + 1
2 cos 2θ(i)

M cos 2θ(f)
M+

1
2 sin 2θ(i)

M sin 2θ(f)
M cos

(∫ x

0

∆m2
M (x′)
2E dx′

)
(1.28)

where the (i) and (f) superscripts are used to indicate the effective mixing
angle at the creation and detection point.

1.2 the standard solar model

The most accurate description of the Sun is the one provided by the Standard
Solar Model (SSM), which embodies the entire knowledge of stellar and nuclear
physics to reproduce the Sun evolution to match its present day properties
[18]. The development of the Standard Solar Model was started by J. Bahcall
in the early 1960s [19], motivated by the need of a calculation of the solar
neutrino fluxes by R. Davis [20] that a few years later performed the first
measurement of neutrinos emitted by the Sun [21]. Since the first generation of
models many SSMs [22–34] were developed exploiting the improved description
of the physical processes and more accurate observational constraints, still
maintaining a crucial importance for solar neutrino experiments.

In this Section, the main aspects of the SSM are discussed. Sec. 1.2.1
presents the fundamental concepts underlying the model, while the nuclear
reactions that power the Sun and generates solar neutrinos are described in
Sec. 1.2.2. The main predictions of the SSM are presented in Sec. 1.2.3 to-
gether with the so-called solar metallicity puzzle, which is currently one of
the main problems in the field of solar physics and significantly affects the
predictions of the solar neutrino fluxes.

1.2.1 Fundamental concepts

The evolution of the Sun described by the SSM is defined by the considered
physical processes as well as by the boundary conditions the evolving star is
required to match in order to reproduce the present day status of the Sun.
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In the SSM framework [18], the Sun produces its energy only through the
fusion of four protons into a nucleus of 4He via the series of nuclear processes
which will be described in Sec. 1.2.2 and that are responsible for the production
of solar neutrinos. Energy is created in the Sun core and it is transported by
radiative processes until it reaches the outer part of the Sun (≈ 0.71R�) where
convective motions occur. In the innermost region of the Sun the radiative
energy transport is described calculating the plasma opacity which depends on
its temperature, density and chemical composition. Since the Sun is stable, the
SSM also assumes that the radiative and particle pressure exactly compensates
the gravitational force establishing a situation of hydrostatic equilibrium.

In order to describe the Sun, the evolution of a chemically homogeneous gas
cloud with mass M� is computed for a time τ� equal to the age of the Sun,
during which the mass loss is considered negligible. The SSM requires the
evolved star to match the current solar luminosity L�, radius R� and metal
to hydrogen abundance (Z/X)� observed in the photosphere [35]. In order
to satisfy these conditions the initial fraction of helium and metals (Yi, Zi),
together with the parameter αMLT from the mixing length theory, are adjusted.
Oversimplifying the scenario, one can say that L� is related to the initial
helium concentration Yi, the αMLT parameter is related to the Sun radius R�,
and the initial metal abundance Zi and the current photosphere metal fraction
are expected to be equal once the effect of diffusion is taken into account. This
is however a crude approximation, since the above quantities are correlated
with each other [35].

Once the parameters Yi, Zi and αMLT are calibrated, the SSM describes the
evolution of the Sun from its formation up to now (and possibly beyond). It
is worth to stress at this point that the SSM is of extremely importantce not
only for solar physics but for astrophysics in general, since it is the benchmark
for every stellar evolution model that relies on the evaluation of αMLT in the
Sun.

1.2.2 Energy production in the Sun

The idea that the Sun is powered by nuclear reactions dates back to the early
1920s [36, 37] but it was only after the discovery of the tunnel effect by Gamow
in 1928 [38] that the concept was developed to provide an accurate descrip-
tion of the energy production in stars. In the following years many authors
explained the solar power with the conversion of four protons into one Helium
nucleus, which releases an energy of 26.7 MeV [39–41]. This conversion can
take place in two ways, both suggested in the late 1930s. The first, suggested
by H. Bethe in [42], is the proton–proton (pp) fusion chain, which is a series of
nuclear processes started by the combination of two protons into a deuteron.
The second mechanism, itroduced independently by Weitzsäcker [43, 44] and
Bethe [45], is the so-called CNO cycle where the reaction is catalysed by the
presence of 12C. These two processes are described in Sec. 1.2.2.1 and 1.2.2.2
with particular attention on the production of neutrinos.
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In principle, the rate per unit volume of a reaction between nuclei A and B
is [18]

RAB = n(A)n(B)
1 + δAB

〈σv〉AB (1.29)

with n indicating the local density of the two nuclei, δAB avoids double count-
ing in case of identical nuclei and 〈σv〉 represents the product of the process
cross section σ and the two nuclei relative velocity v averaged over the thermal
distribution of the velocities.

The A and B nuclei in order to interact should overcome the repulsive
Coulomb barrier, but the thermal energy in a stellar environment is usually
much smaller. The reactions take place thanks to the tunnel effect which allows
to cross the potential barrier with a probability depending on the width of the
barrier at the energies under consideration.

The cross sections of the nuclear processes happening in the Sun are a
fundamental ingredient of the Standard Solar Model. The measurement of
these cross sections is not trivial since at such low energies the reaction rate
is extremely small. This difficulty is partially overcome by performing the
measurement in underground laboratories where the cosmic ray background
is strongly suppressed [46]. When it is not possible to directly probe the
energy range of interest, the measured cross sections are extrapolated or, when
possible, ab initio calculations are performed. A comprehensive review of the
cross sections used in the most recent Standard Solar Model can be found in
[47].

1.2.2.1 The pp chain

The sequence of reactions of the pp chain is represented in Fig. 1.1. In the
first step of the chain, two protons are combined to create a deuteron through
the pp reaction

pp p+ p→ 2H + e+ + νe Q = 0.42 MeV (1.30)

which is the basis of the entire pp chain. The process is mediated by the weak
interaction therefore its rate is significantly smaller than the one of reactions
mediated by the strong interaction. Hence, the rate of the pp reaction basi-
cally determines the rate of all the following processes in the pp chain. For
the same reason, the process cross section is too small to be measured in labo-
ratory conditions, but it can be accurately computed from the theory of weak
interactions [47].

The reaction releases an energy of 0.42 MeV that is distributed among the
products, leading to a continuous neutrino spectrum with maximum energy
equal to the reaction Q value.

A deuteron can also be formed in the similar pep reaction

pep p+ e− + p→ 2H + νe Q = 1.44 MeV (1.31)
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p+ p→ 2H + e++ νe p+ e− + p→ 2H+ νe

2H + p→ 3He + γ
99.76% 0.24%

3He + 3He→ 4He + 2p 3He + 4He→ 7Be + γ hep ν

84.6% 15.4%
2.5 × 10−5%

7Be + e− → 7Li+ νe
7Be + p→ 8B + γ

99.89% 0.11%

7Li + p→ 2He4 8B→ 8Be∗ + e++ νe

8Be→ 24He

ppI ppII ppIII hep

Figure 1.1: Sequence of nuclear processes in the proton–proton chain. The fraction
close to the arrows represent the branching ratio of the process in the SSM. The
different neutrinos emitted are highlighted with coloured boxes.

which differently from the pp reaction produces mono energetic neutrinos with
an energy of 1.44 MeV. This process is ≈ 400 times less likely than the pp
reaction, and their ratio is practically fixed by nuclear physics while the Sun
temperature conditions only play minor a role.

Once the deuteron is produced, 3He is formed by the absorption of a proton.
2H + p→ 3He + γ Q = 1.59 MeV

At this point, the pp chain can proceed in four different ways leading to four
different branches of the chain depending on the interactions of 3He. The
branches of the pp chain are named ppI, ppII, ppIII and hep and are briefly
described in the following paragraphs.
The ppI branch In the first case, 3He interacts with another 3He nucleus in
the Sun, forming a nucleus of 4He and generating two free protons without
emitting any neutrinos.
The ppII branch The 3He nucleus can interact with a 4He nucleus to produce
a 7Be nucleus. Beryllium-7 decays via electronic capture with the reaction

7Be 7Be + e− → 7Li + νe Q = 0.862 MeV

In ≈ 90% of the cases 7Be decays directly to the ground state of 7Li emitting a
mono energetic neutrino with Eν = Q, while in the remaining 10% it decays to
the first excited state, emitting a 0.384 MeV mono energetic neutrino followed
by a 0.477 MeV γ from the de-excitation of 7Li*. The chain is then terminated
with the production of two 4He nuclei with the reaction 7Li(p, α) ↑ 4He.
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The ppIII branch The first step of the ppIII termination of the pp chain is the
same described for ppII, but in this case the 7Be nucleus absorbs a proton
producing a 8B. This reaction is much less likely than the electron capture
process, but it still is extremely relevant for neutrino physics, because 8B is
unstable and decays in

8B 8B→ 8Be∗ + e+ + νe Q = 15.5 MeV

thus producing a neutrino with a continuous energy spectrum extended up
to 15 MeV. The chain is then closed by the decay of the excited Beryllium-8
nucleus in two Helium nuclei.

The hep branch Another possibility is the interaction of the 3He nucleus with
a proton, giving

hep 3He + p→ 4He + e+ + νe Q = 19.8 MeV

The process produces the pp chain highest energy neutrinos, but it is mediated
by the weak interaction and thus it is much less probable than the other
terminations of the chain.

1.2.2.2 The CNO cycle

The conversion of four protons into a 4He nucleus that provides energy to the
stars can be achieved also through a loop of nuclear reactions where protons
are captured by Carbon, Nitrogen and Oxygen that act like catalysts. In
principle, four different cycles of nuclear reactions involving different isotopes
are possible in stellar environments, but in the case of the Sun, almost all
the energy produced by the fusion catalysed by the CNO cycle is due to the
CNO-I cycle sketched in Fig. 1.2a with a small contribution of the CNO-II,
while the other cycles impact is negligible.

Involving heavier elements than the ones considered in the pp chain, the
Coulomb barrier influencing the (p, α) and (p, γ) reactions is higher and in-
duces a strong dependence on the local temperature of the star. At the typical
temperature for Sun-like stars the energy production rate of the CNO cycle
is ∝ T 16.7, while the one of the pp chain is roughly ∝ T 4 [48]. Therefore,
if an adequate amount of CNO catalysts are present, the CNO cycle is the
dominant production mechanism for high temperature and the pp chain is the
dominant source of energy at low temperature as shown in Fig. 1.2b.

The CNO-I cycle The first CNO cycle is depicted on the left side of Fig. 1.2a.
The crucial element for the CNO cycle is the presence of 12C, which is the



16 solar neutrinos

12C

13N

13C 14N

15O

15N 16O

17F

17O

(p
,γ

)
β
+

(p, γ)

(p
,γ

)
β
+

(α, p)

99.9%

(p, γ)

0.1%

(p
,γ

)
β
+

(α, p)

CNO
cycle

I

CNO
cycle
II

(a) The CNO cycle I-II
 K)7 (10T

1 2 3 4 5 6 7 8 9 10

)
L/

L(
10

lo
g

4−

2−

0

2

4

6

8

10

CNO cycle

 chainpp

T

(b) pp-chain and CNO energy production vs. T

Figure 1.2: (a) Sequence of nuclear reactions of the CNO I-II bi-cycle. Neutrinos are
emitted in the β+ decays. (b) Stellar energy production rate as a function of the core
temperature for the pp-chain and CNO cycle. The temperature of the Sun core T� is
shown for reference. Figure elaborated from [47].

most abundant element heavier than He present in stars. The reactions loop
is the following:

12C + p→ 13N + γ Q = 1.95 MeV (1.32)
13N→ 13C + e+ + νe Q = 1.20 MeV (1.33)

13C + p→ 14N + γ Q = 7.54 MeV (1.34)
14N + p→ 15O + γ Q = 7.35 MeV (1.35)

15O→ 15N + e+ + νe Q = 1.73 MeV (1.36)
15N + p→ 12C + 4He Q = 4.96 MeV (1.37)

As for the pp chain, the rate of the CNO cycle reactions is determined by
the slowest reaction of the sequence, which is 14N(p, γ)15O. This reaction
was measured by the LUNA collaboration in [49, 50], yielding a cross section
smaller than what initially believed and thus reducing the impact of the CNO
energy production in the Standard Solar Model.

Neutrinos in the CNO-I cycle are emitted in the β+ decay of 13N and
15O;they have a continuous spectrum with endpoint equal to 1.20 MeV and
1.73 MeV respectively. The same nuclei undergoing β+ decay can also de-
cay via electron capture, although with much smaller probability. These pro-
cesses cause the emission of mono-energetic neutrinos (ecCNO) with an energy
1.022 MeV higher than the Q value of the corresponding β decay, but their ex-
pected flux for the Sun is so small that only > 20 kton experiments can have a
chance to observe them and are therefore not considered in this thesis [51, 52].
Since the experimental sensitivity of current experiments does not allow to
measure individually the 15O and the 13N neutrinos, all the neutrinos emitted
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in the CNO cycle are grouped in a single effective component referred to as
CNO neutrinos.

The CNO-II cycle The second CNO cycle originates from the 15N produced
in CNO-I and undergoing a rarer (p, γ) reaction in place of the (p, α) process
that would have closed the cycle.

Since the initial (p, γ) reaction is quite unlikely, the CNO-II cycle accounts
for only ≈ 2% of the total energy produced in the CNO mechanism. In this
cycle (right of Fig. 1.2a) neutrinos are produced via the β+ decay of 17F with
an endpoint of 1.74 MeV along with the 15O neutrinos already introduced in
CNO-I.

1.2.3 Predictions of the SSM and the Solar Metallicity puzzle

Once the parameters of the SSM have been calibrated to match the present
conditions of the Sun, the model provides a complete description of our star.

One of the most important predictions of the SSM is the flux of neutrinos
produced in the nuclear reactions described in Sec. 1.2.2 that take place in the
Sun core. The spectrum of solar neutrinos is shown in Fig. 1.3.
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Figure 1.3: Solar neutrino spectrum expected from the SSM [33].

Another significant result of the SSM is the description of the Sun interior
that can be probed by helioseismology. Just like seismology on Earth, helio-
seismology studies the propagation of pressure waves in the Sun. This phe-
nomenon was observed already in 1962 [53] as a periodic shift in the absorption
line on the Sun photosphere and in the last two decades these observations
have provided the most stringent constraints to the inner structure of our star.
Thousands of resonant modes were identified with an angular degree ranging
from 0 to several hundreds, which allows to investigate the interior structure
with great accuracy [35].
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As explained in Sec. 1.2.1, the SSM is built matching the present condi-
tion of the Sun and therefore strongly depends on the measured properties
of our star. In particular, the fraction of heavy elements4 is a crucial pa-
rameters for calibrating the model. The abundances of chemical elements in
the Sun is determined mostly by atomic spectroscopy measurements in the
Sun photosphere, which relies on a modelling of the temperature and density
stratification to link the intensity of the absorption lines with the element
abundance. A three-dimensional radiation hydrodynamic description of the
photosphere and line formation at non-local thermodynamic equilibrium were
introduced in the model of the photosphere starting from [54], and leading to
lower the estimation of CNO metals of the order of 30-40%.

Another way to determine the metal abundance in the Sun is by using
the composition of meteorites as a reference for refractory elements. The
fraction of refractories inferred by spectroscopic measurements is in general in
good agreement with meteorites abundances apart from the AGSS09 catalogue
[55] (which is obtained using the novel three-dimensional modelling of the
photosphere) where small discrepancies were initially found for Fe, Ca and
Mg. These deviations were reduced in [56, 57], and therefore the AGSS09
abundances are used taking meteorites values for refractory elements, leading
to the AGSS09met set [34].

In [34] the Standard Solar Model is built assuming two different sets of
metal abundances: the GS98 [58] catalogue was used as a reference for the
“old” photospheric analysis method, while AGSS09met was chosen to represent
the newest measurements. The SSM obtained assuming the GS98 abundances
is referred to as the High-metallicity Standard Solar Model (HZ SSM), while
the one relying on the AGSS09met is named Low–metallicty Standard Solar
Model (LZ SSM) because of the lower content of metals.

A different fraction of metals in the Sun alters the opacity, which impacts on
the seismic behaviour of the Sun itself. The sound speed profile predicted by
the LZ SSM is in strong tension with the results obtained by helioseismology
as shown in Fig. 1.4 and this large discrepancy, that was reported for the first
time in [30], gave rise to the so-called solar metallicity puzzle.

The failure of the LZ SSM in describing the sound speed profile cannot be
interpreted as a clear sign of a wrong composition of the Sun since in [59] it
was shown that a wrong modelling of the opacity can in principle account for
such deviations even maintaining the AGSS09met composition. It is extremely
challenging to measure the opacity at conditions close to the ones of the Sun
interior, therefore opacity is usually computed starting from the radiative prop-
erties of the atoms. The difference between the values of the two most widely
used collections (OP [60] and OPAL [61]) is as large as 3% and cannot explain
the measured discrepancy. In a recent experiment, the Iron opacity was mea-
sured at temperatures not far from the ones typical of stars [62] finding a value
larger than the expected. Iron has a crucial role in the Sun since it accounts
for ≈ 25% of the total opacity at the conductive–convective boundary, but

4 Here “hevay elements” refers generically to the elements heavier than He.



1.3 propagation of solar neutrinos 19

0.0 0.2 0.4 0.6 0.8

0.000

0.005

0.010

0.0 0.2 0.4 0.6 0.8

r/R
sun

0.000

0.005

0.010

δ
c
/c

B16−GS98

B16−AGSS09met

Figure 1.4: Fractional sound speed difference between the HZ/LZ SSM and helioseis-
mological observations. The grey area reflects the uncertainty in the extraction of
the sound speed from the data, while the red band around the LZ SSM prediction
represents the model uncertainty. An analogue uncertainty should be considered for
the HZ SSM, but it was not shown for the sake of clarity. The prediction of the HZ
SSM in [33] is shown for comparison as blue dashed line. Figure from [34].

even taking into account this discrepancy in the model uncertainty [34] the
LZ SSM still results hardly compatible with the observed data.

The difference in the opacity between the HZ and LZ SSM does not affect
only the seismic behaviour of the Sun, but also the temperature profile that is
in turn correlated with the solar neutrino production rates. The predicted solar
neutrino fluxes for the HZ and LZ SSM are reported in Tab. 1.1 and offer an
additional way to probe the SSM predictions as it will be shown in Sec. 5.2.2.
In this framework CNO neutrinos are particularly interesting because their
flux is correlated to the chemical abundance of C, N and O along with the
solar temperature. The importance of CNO neutrinos for a solution of the
metallicity puzzle is detailed in Chap. 6.

Finally, it is worth to mention a recent attempt to build a SSM in a data-
driven way using as an input of the model the solar neutrino data and results
from helioseismology [63] in order to determine the solar composition and to
reconstruct the solar opacity profile from the available data. Even with this
construction the LZ SSM results disfavoured respect to the HZ SSM, but the
significance of the discrepancy is reduced.

1.3 propagation of solar neutrinos

Thanks to their extremely small cross section, neutrinos produced by the nu-
clear processes in the Sun can escape the dense stellar environment which
causes a photon to take more than 104 years to diffuse from the Sun core
to the photosphere. For this reason, solar neutrinos can be considered direct
messengers of nuclear processes in the Sun.
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Solar ν HZ SSM LZ SSM
Flux cm−2s−1 Flux cm−2s−1

pp 5.98(1± 0.006)× 1010 6.03(1± 0.005)× 1010

7Be 4.93(1± 0.06)× 109 4.50(1± 0.06)× 109

pep 1.44(1± 0.009)× 108 1.46(1± 0.009)× 108

8B 5.46(1± 0.12)× 106 4.50(1± 0.12)× 106

hep 7.98(1± 0.30)× 103 8.25(1± 0.30)× 103

CNO 4.88(1± 0.11)× 108 3.51(1± 0.10)× 108

Table 1.1: Expected neutrino fluxes from the SSM when assuming the HZ (GS98,
[58]) and LZ (AGSS09met, [34, 55]) composition model. The 13N, 15O and 17F neu-
trino fluxes are summed into a single CNO component because current experimental
sensitivity does not allow to study the different contributions individually. Values
taken from [34].

However, the neutrino oscillations introduced in Sec. 1.1.2 and 1.1.3 should
be considered when describing the propagation of solar neutrinos because de-
tectors in general are not equally sensitive to all neutrino flavours. Indeed, it
was through the measurement of flavour-dependent interactions of solar neutri-
nos that neutrino oscillations were observed (unconsciously) for the first time
[21].

Solar neutrinos are produced in the Sun core in the electron flavour, de-
scribed as a superposition of the eigenstates of the Hamiltonian in matter
with weights given by cos θ(i)

M and sin θ(i)
M where the superscript (i) indicates

that the effective mixing is evaluated at the production point. The survival
probability in the two neutrino framework can be evaluated from Eq. (1.28),
noticing that since the distance between the production and detection point
is huge, the phase of the cos function is � 2π for the energy resolution of the
detector, and therefore the term is averaged to zero. In the full three–neutrino
formalism, the Pee then becomes [64]

Pνe→νe(x) = sin4 θ13 + cos4 θ13
[

1
2 + 1

2(1− PC) cos 2θM(i)
12 cos 2θ12

]
(1.38)

where PC is the crossing probability (negligible below 10 GeV for adiabatic
variations of the electron density like the ones in the Sun) and the effective
mixing at the detection point θM(f)

12 is set to θ12 because most of the propagation
happens in vacuum.

It is possible to consider a few limit cases for Eq. (1.38). Figure 1.5a reports
the electron density as a function of the Sun radius computed by the SSM
in [30]. The values of the effective mixing angle for such values of electron
density are shown in Fig. 1.5b for a neutrino energy of 0.2 MeV (typical for pp
neutrinos), 0.83 MeV (7Be neutrinos) and 7.0 MeV (8B neutrinos) assuming the
Large Mixing Angle (LMA) solution for θ12 as indicated by the KamLAND
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experiment. The matter effect is very small for the low energy pp and 7Be

neutrinos, θM(i)
12 ≈ θ12 and thus Pee ≈ 1 − 1

2 sin2 2θ12. On the other hand,
for high energies (E � 2 MeV) the Sun core electron density is such that
θ

(M)
12 ≈ π/2 and thus Pee ≈ sin2 θ12 independently on the neutrino energy.
A measurement of solar neutrinos covering a wide energy range offers the

possibility to test both the vacuum approximation at low energy and the mat-
ter effect enhancing the oscillation for E & 3 MeV.

r/R
0 0.2 0.4 0.6 0.8 1

)
-3

 c
m

A
N

 (
e

n

2−10

1−10

1

10

210

(a) e− density ne

)-3 cmAN (en
2−10 1−10 1 10 210

M 12
ϑ

0

10

20

30

40

50

60

70

80

90

B neutrinos (7.0 MeV)8

Be neutrinos (0.8 MeV)7

 neurtinos (0.2 MeV)pp

maximal mixing

 vacuum mixing angle12ϑ

(b) Effective mixing angle

Figure 1.5: (a) Profile of the electron density in the Sun as a function of the radius
(data from http://www.sns.ias.edu/˜jnb/SNdata/Export/BS2005/, [30]). (b) Ef-
fective mixing angle in matter as a function of the electron density for the typical
energies of solar neutrinos computed from Eq. (1.24).

1.4 measurements of solar neutrinos

As already mentioned in this Chapter, the experimental measurement of solar
neutrinos was a key element for the discovery of neutrino oscillations.

The main difficulty in the detection of solar neutrinos is due to the small
interaction cross section of these particles, which requires large volume experi-
ments with high sensitivity and low background. In particular, the suppression
of the cosmic ray background is a key element for almost every neutrino experi-
ment since, even with advanced active veto techniques, the high rate of cosmic
rays makes a measurement of neutrinos on the surface extremely challenging.
For this reason, all the experiments that measured solar neutrinos in the years
were installed underground, with hundreds of meters of rock shielding the
detectors from cosmic rays.

In this section the main results of this more than 50-year long investigation
are summarized, grouping the experiments according to their working principle.
Section 1.4.1 is devoted to the radiochemical experiments while Sec. 1.4.2

http://www.sns.ias.edu/~jnb/SNdata/Export/BS2005/
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describes the results obtained with Cherenkov detectors. The main results
of the Borexino experiment obtained before this thesis work are reported in
Sec. 1.4.3 which presents liquid scintillator experiments.

1.4.1 Radiochemical experiments

Radiochemical experiments detect neutrinos through the inverse β decay re-
action induced on some target material and exploits chemical processes to
identify the transmuted nuclei. This kind of experiment can only provide
an integrated measurement of the solar neutrino flux above a certain energy
threshold that proved to be extremely significant to test the predictions of the
SSM, but did not allow to separate the contributions of the different compo-
nents of the solar neutrino spectrum.

This detection technique was used in the first pioneering solar neutrino ex-
periment installed in the Homestake Gold Mine in South Dakota, USA. The
Homestake Solar Neutrino Detector consisted in a steel tank containing 615 ton
of tetrachloroethylene (C2Cl4) and detected solar neutrinos with the reaction
37Cl(νe, e−)37Ar which has an energy threshold of 0.814 MeV. Unstable Argon-
37 atoms (τ37Ar ≈ 35 days) were extracted from the tank using chemical meth-
ods every two months and detected in small proportional counters where they
decayed back to 37Cl emitting an Auger electron. The production rate of 37Ar
from solar neutrinos was only 0.5 atoms per day, mostly due to 8B neutrinos
thanks to the increase of the cross section with energy, which corresponds to
an average number of ≈ 16 37Ar detected atoms over 133 ton of Cl every two
months. The very low number of atoms required an extremely careful extrac-
tion procedure as well as very rigid requirements on possible leaks from the
apparatus. Already in its first year of activity, the experiment measured a rate
lower than the expectations of the SSM [21] rising the so-called solar neutrino
puzzle that was later solved with the discovery of neutrino oscillations. The
experiment continued its activity until 1994, measuring an average neutrino
capture rate of 2.56± 0.16(stat)± 0.16(sys) SNU5 [65], to be compared to the
9.3± 1.3 SNU predicted by the SSM.

The Homestake Chlorine experiment was followed by two experiments us-
ing the inverse β decay of 71Ga, i.e. 71Ga(νe, e−)71Ge This reaction has an
energy threshold of 0.233 MeV and thus the measurement is sensitive to all
the neutrinos emitted by the Sun, including the abundant and low-energy pp
neutrinos that marks the reaction driving the energy production in the Sun.

The GALLium EXperiment (GALLEX) ran in the INFN Gran Sasso Na-
tional Laboratory in Italy from 1991 to 1997 [66] and after a short interrup-
tion continued the data taking until 2003 under the name of GNO (Gallium
Neutrino Observatory). The detector consisted in a 101 ton of gallium chlo-
ride (GaCl3 –HCl) solution for a total amount of 30.3 ton of Ga. The com-

5 SNU stands for Solar Neutrino Unit, a unit of measurement conveniently introduced for ra-
diochemical experiments which corresponds to 10−36 captures per target nucleus per second.
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bined results of GALLEX/GNO [67] gave a capture rate of 69.3± 4.1(stat)±
3.6(sys) SNU that is roughly one half of the SSM expectation.

The Soviet-American Gallium Experiment (SAGE) also exploited the 71Ga
inverse β decay, but using 50 ton of (molten) metallic Gallium. The experi-
ment, located in the underground laboratories excavated under Mt. Andrychi
in Russia, began its activity in 1989 and is still running. The latest published
results [68] report a capture rate of 65.4+3.1

−3.0(stat)+2.6
−2.8(sys) SNU, in good agree-

ment with GALLEX/GNO.

1.4.2 Water Cherenkov detectors

Water Cherenkov detectors allow the measurement of neutrinos by observing
the track of ultra-relativistic charged leptons produced by the neutrino interac-
tion inside the detector. When these charged particles travel faster than light
in a medium, the emitted Cherenkov photons can be detected and can be used
to reconstruct the track direction that can be used to separate the tracks point-
ing back to the Sun from the isotropic background. These detectors often use
water as the active material resulting in a active volume of several kilo-tons at
relatively low cost, while the main drawback is the relatively high threshold
(of some MeV) which allows to measure only the 8B neutrinos. It is worth
to notice that while radiochemical experiments exploit purely charged-current
interactions, the elastic scattering of neutrinos on electrons involves all the
neutrino flavours, although the cross section of νe is approximately six times
larger than the one of νµ,τ .

Among water Cherenkov detectors, a primary role is occupied by the Kamio-
kande experiment (1983–1995) [69, 70] and its successor Super-Kamiokande
[71–74] (1996–running), which are hosted at the Kamioka mine in Japan and
have provided the most accurate measurement of the 8B neutrino flux con-
tinuously lowering the detection threshold. The latest published results are
obtained with a remarkable 3.49 MeV threshold and report a 8B neutrino flux
of (2.308± 0.020(stat)± 0.040(sys))× 106 cm−2s−1, to be compared with the
expectations from the SSM in Tab. 1.1.

The SNO (Sudbury Neutrino Observatory) experiment [75] is another water
Cherenkov neutrino detector located in a mine near Sudbury in Canada. The
detector consisted of 1 kton of isotopically pure heavy water (D2O) contained
inside a spherical, 6 m radius, acrylic vessel. Differently from Kamiokande and
Super-Kamiokande, the experiment is designed to be sensitive to both charged
(CC) and neutral current (NC) neutrino interactions separately through the
following detection channels

CC: νe + d→ e− + p+ p

NC: να + d→ να + p+ n

ES: να + e− → να + e−
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where α = e, µ, τ . After one year of data taking, the measured CC interaction
rate showed a significant deficit with respect to elastic scattering measure-
ments (ES) performed both by Super-Kamiokande and SNO itself, suggesting
the presence of a non-νe active neutrino component in the solar neutrino flux
[76]. This hypothesis was unambiguously proven with the measurement of the
NC interaction rate [77–79] which, being equally sensitive to all the neutrino
flavours, gave results consistent with the expectation of the SSM thus demon-
strating the reliability of the SSM calculations and, independently from any
model assumption, the existence of neutrino oscillation.

1.4.3 Borexino and other liquid scintillator experiments

After the discovery of neutrino oscillation with the accurate measurement of
8B neutrinos performed by SNO and Super-Kamiokande, large liquid scintil-
lator experiments were deployed with the goal of measuring the low-energy
components of the solar neutrino spectrum.

This kind of detectors are able to measure the recoil energy of the electrons
produced in neutrinos elastic scattering with a very low energy threshold. The
biggest challenge for this detection technique comes from the undistinguishable
background due to radioactive contaminations, that in standard conditions
would exceed the solar neutrino signal by orders of magnitude.

The main experiment exploiting liquid scintillators for the measurement of
solar neutrinos is Borexino, which is the topic of this thesis. The Borexino
experiment, that will be described in Chap. 2, is running since 2007 at the
INFN Gran Sasso National Laboratories in Italy and consists of a 270 ton
ultrapure liquid scintillator active volume readout by 2212 photo-multipliers.

During the first phase of the experiment (2007–2010) it performed the first
direct measurement of the mono-energetic 7Be solar neutrinos [80] thanks to
a fit of the reconstructed energy spectrum which separates the neutrino from
the other radioactive spectral components. The accuracy of the results was
later improved [81, 82] finding a flux of (3.10± 0.15)× 109cm−2s−1, consistent
with the oscillation scenario. The MSW mechanism was tested looking for
variations in the 7Be neutrinos interaction rate between night and day due
to the possible effect of the interaction potential that neutrinos experience
crossing the Earth. The measured asymmetry is consistent with the MSW-
LMA solution which predicts a negligible effect [83].

Thanks to the development of a refined data analysis method for the rejec-
tion of the cosmogenic background [84], Borexino was also able to provide a
first evidence of pep neutrinos measuring an interaction rate of 3.10±0.6(stat)±
0.3(sys) counts per day per 100 ton along with a strong limit to the CNO neu-
trino interaction rate [84].

Besides the investigation of the low-energy component of the solar neutrino
spectrum, the liquid scintillator technique exploited by Borexino allowed to
measure the 8B neutrino flux with the lowest energy threshold of 3 MeV, find-
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ing a flux of (2.4±0.4)×106 cm−2s−1 [85] in good agreement with the result of
SNO and Super-Kamiokande which benefit from a much larger detector mass.

After an additional purification campaign in 2010–2011, Borexino began
its Phase II, whose data are analysed in this thesis. It is worth to men-
tion that already before the end of Phase II, Borexino was able to mark an
outstanding achievement by measuring the interaction rate of the pp neutri-
nos which, once corrected for the survival probability, results in a flux of
(6.6±0.7)×1010 cm−2s−1, in good agreement with the predictions of the SSM
[86].

Another neutrino experiment which uses liquid scintillator is KamLAND.
Located in the same experimental cave that hosted Kamiokande in the Kamioka
mine in Japan, it was built with the goal of measuring electron-antineutrinos
from nuclear reactors but it could also provide a measurement of the of the
7Be neutrino flux with ≈ 15% uncertainty [87] and of 8B [88] neutrinos, al-
though not as accurate as the one performed in the near Super-Kamiokande
experiment.

1.5 outlooks

The study of solar neutrinos played a pivotal role in the history of particle
physics with the discovery of neutrino oscillations. These outstanding results
crowned 50 years of joint efforts of the neutrino and astrophysical community,
but solar neutrino physics is still far from running out of interesting questions.

The solar abundances puzzle briefly presented in Sec. 1.2.3 is still unsolved
more than ten years after it was outlined for the first time. In this period of
time, remarkable experimental progresses made it possible to test the Standard
Solar Model with unprecedented accuracy using the measurement of solar
neutrino fluxes.

The Borexino experiment is currently the most sensitive solar neutrino de-
tector and already during its Phase I opened the era of precision physics for
the low-energy 7Be solar neutrinos. After the purification campaign of 2011,
Borexino Phase II could profit from the lowest radioactive background ever
achieved in liquid scintillators and the results presented in this thesis com-
bined with the prospects for the detection of CNO neutrinos confirmed the
potential of this experiment to give new substantial contributions to the field.

Beside Borexino, many new experiments are expected to start operations in
the next future. The SNO+ experiment is a 780 ton liquid scintillator exper-
iment that exploits the SNO detector facilities in SNOLab, Ontario, Canada.
Short after the commissioning, the detector was filled filled with ultrapure
water in order to perform a short test of the apparatus that resulted in a mea-
surement of the 8B neutrino flux [89]. The experiment is about to start its
liquid scintillator phase and although the main scientific goal is the search for
the neutrinoless double-β decay in 130Te, if radioactive contaminations in the
scintillator will be low enough it will be possible to profit from the very large
detector mass and improve Borexino measurments of solar neutrino fluxes [90].
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Another experiment with the potential for contributing to solar neutrino
is the Juno experiment, located in China. Juno [91] is a liquid scintillator
experiment with an active volume of 20 kton that was developed with the
primary goal of determine the neutrino mass hierarchy with a measurement
of anti-neutrinos produced by two neighbour nuclear plants [92]. The data
taking is planned to start in 2021, and the excellent design energy resolution
(3% at 1 MeV) and huge detector mass make it possible to measure the solar
neutrino fluxes with great accuracy. Like for all liquid scintillator experiment,
the final sensitivity of Juno will depend on the successful purification of the
scintillator. If a background of the level of Borexino is achieved, Juno can
measure both low energy solar neutrinos and 8B with an energy threshold as
low as 2 MeV [93]. This energy region is particularly interesting because it
offers the possibility to probe the transition region of the survival probability
between the vacuum–dominated and the matter enhanced oscillation region,
where possible effects of new physics may appear [94].

The measurement of high energy solar neutrinos will be improved by the
forthcoming Hyper-Kamiokande experiment. The Hyper-Kamiokande experi-
ment [95] is planned for 2023 and will consist of two water Cěrenekov detectors
with a mass of 258 ton each that will pursue a broad physics programme. Con-
cerning solar neutrinos, Hyper-Kamiokande will improve the measurement of
8B neutrinos and thanks to its unprecedented exposure it may be capable to
measure for the first time the very low hep neutrino flux.

On a longer time scale, new techniques will likely be considered for the
measurement of solar neutrinos. The next generation of double-phase TPCs
for Dark Matter direct search can in principle be an excellent solar neutrino
detector. Such experiments are designed to have a large mass, good energy
resolution and extremely low background which are the same requirement of
neutrino experiments. Sensitivity studies performed assuming liquid Xenon
[96] and liquid Argon [97] as target show that, given the cosmic rays attenu-
ation provided by currently available underground facilities, measurements of
pp and CNO neutrinos with a ≈ 1% and 15% accuracy are achievable. It is also
worth to mention some recent progress in the development of water based liq-
uid scintillators [98], which can in principle allow to build very large detectors
[99, 100] with the possibility separate in time the prompt Cherenkov signal
and the scintillation light [101]. Reconstructing the Cherenkov and scintilla-
tion signal separately on a event-by-event basis would be a major breakthrough
because it will allow to exploit both the directionality of Cherenkov light and
the good energy resolution provided by the scintillator [102].



C H A P T E R 2
T H E B O R E X I N O E X P E R I M E N T

Borexino is a large, low background, liquid scintillator experiment primarily
devoted to the measurement of low energy solar neutrinos. The detector was
initially conceived as a prototype for BOREX, a multi kton Boron-doped liquid
scintillator experiment capable of detecting 8B neutrinos via both charged
and neutral current interactions [103]. The possibility to reduce the internal
background of the liquid scintillator to an extremely low level opened the way
for the direct detection of the low energy 7Be neutrinos that were previously
measured only by radiochemical experiments and changed the goal of the
experiment itself. Borexino successfully measured the 7Be [80] neutrino flux
and the outstanding background suppression allowed to go way beyond the
initial goal of the experiment measuring also 8B [85], pep [84] and pp [86]
neutrinos and standing out as the most sensitive detector for low energy solar
neutrinos.

This chapter introduces the key features of the Borexino experiment that
are exploited by the analysis methods developed in this thesis. After present-
ing the principles of the detection of solar neutrinos in Borexino in Sec. 2.1,
Sec. 2.2 describes the detector, Sec. 2.3 outlines the concepts of the data
acquisition system and Sec. 2.4 illustrates the energy and position event recon-
struction. The main sources of background are discussed in Sec. 2.5 and the
data selection cuts used to suppress it are detailed in Sec. 2.6 along with addi-
tional discrimination techniques based on the specific pattern of the detected
scintillation photons.

2.1 detection principles

Solar neutrinos of all flavours are detected in Borexino through elastic scatter-
ing (ES) with electrons of the liquid scintillators

να + e− → να + e− (α = e, µ, τ) (2.1)

which transfer part of the neutrino energy to the electron. The electron recoils
and deposits energy in the scintillator causing the excitation of the molecules
that de-excite to the ground state emitting photons that are eventually de-
tected by photo-multipliers (PMTs).

27



28 the borexino experiment

Figure 2.1: Neutrino–
electron elastic scattering
cross section as a function
of the neutrino energy for
νe (solid red line) and νµ,τ
(dashed blue line). The
larger cross section of νe is
due to the additional inter-
action channel allowed by
the charged-current interac-
tion. Neutrino energy (MeV)
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Neutrinos can interact with electrons both via the charged and neutral cur-
rent interaction (Sec. 1.1.1). At energies of the order of 1 MeV the process
cross section at leading order is computed averaging on the electron spin ini-
tial state and summing over the possible spin states in the final configuration.
The resulting differential cross section for the electron final kinetic energy Te
is

dσα
dTe

(Eν , Te) = σ0
me

[
g2

1 + g2
2

(
1− Te

Eν

)2
− g1g2

meTe
E2
ν

]
(2.2)

where me is the electron mass, σ0 = 2G2
Fm

2π−1 ≈ 88.06× 10−46 cm2, while
the g1 and g2 coefficients are

g1 =
{1

2 + sin2 θW for α = νe

−1
2 + sin2 θW for α = νµ,τ

and g2 =
{

sin2 θW for α = νe

sin2 θW for α = νµ,τ
(2.3)

and describe the differences between the νe and νµ,τ due to the fact that
while the first can interact both via CC and NC the latter are only interested
by the NC process. Radiative corrections have been computed in [104], but
their contribution is non negligible only for the highest energy part of the 8B
neutrino spectrum. As a consequence of the additional interaction channel,
the integral elastic scattering cross section of νe is 4–5 times larger than the
one of νµ,τ , as shown in Fig. 2.1.

The interaction rate in Borexino for the component ν of the solar neutrino
spectrum is given by [82]

Rν = NeΦν

∫ dλ
dEν

dEν
∫ {dσe

dTe
(Eν , Te)Pee(Eν) +

dσµ
dTe

(Eν , Te) [1− Pee(Eν)]
}

dTe (2.4)

where Ne is the number of target electrons, Φ is the neutrino flux, dλ/dEν is
the neutrino energy spectrum and Pee is the survival probability introduced in
Sec. 1.3. The resulting interaction rate is of the order of a few tens of counts
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per day per 100 ton of scintillator (cpd/100 t), equivalent to 10−9 Bq/kg, to be
compared with the typical ∼ 10 Bq/kg rate of electrons and γ-rays produced
by radioactive decays in standard materials that would leave a signal in the
scintillator indistinguishable from the one due to neutrinos on a event–by–
event basis. The huge disproportion between the expected signal and the
typical background rate was the biggest challenge of the Borexino experiment
and drove the design of the entire apparatus and experimental procedures.
The accomplished reduction of 9–10 orders of magnitude of the background
rate makes Borexino the most radiopure environment on Earth and is the
cornerstone of all of its scientific achievements.

2.2 detector description

The Borexino experiment is installed at the underground INFN Gran Sasso
National Laboratories in Assegi (AQ), Italy, where an overburden of 1400 m
of rocks (3800 m.w.e.) shields it from cosmic radiation.

Figure 2.2 shows a cutaway of the Borexino detector that is built aiming
to progressively reduce the background towards the detector centre where the
detector active volume is located.

Water tank
γ and n shield
µ Čerenkov detector

Stainless Steel Sphere
r = 6.85 m - 2212 PMTs

Buffer region
PC + DMP quencher
4.25 m < r < 6.85 m

Scintillator
PC + PPO (1.5 g/l)
125 µm tick nylon vessel
(270 tons, r = 4.25 m

↑ 1400 m of rock ↑
(3800 m.w.e.)

Figure 2.2: Cutaway of the Borexino detector.

Neutrinos are detected in Borexino through their interaction with 278 t of
ultra pure liquid scintillator (LS), consisting in a mixture of pseudocumene
(PC, 1,2,4-trimethylbenzene) with 1.5 g/l of 2,5-diphenyloxazole (PPO) acting
as scintillating solute. Electrons scattered by neutrinos as well as other charged
particles lose energy in the scintillator mostly interacting with the solvent and
the excitation energy is transferred to the PPO molecules via non-radiative
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processes. PPO de-excites onto the first excited singlet state that is the only
level that de-excites with the emission of optical photons.

The amount of light produced by a particle interacting in the scintillator
depends on the amount of energy deposited per unit length (dE/dx), that is
characteristic of the type of particle. Particles with a large dE/dx such as αs
generate a high ionization density that favours the energy dissipation through
non-radiative processes which result in a strong quenching of the scintillation
light. The scintillator cocktail was optimized to ensure a large scintillation
yield, a high transparency and a short decay time that are mandatory to
provide a good energy and position resolution as well as the possibility to
discriminate between the interaction of αs and electrons/γ-rays based on the
different time development of the scintillation signal (Sec. 2.6.4.1).

The liquid scintillator occupies the innermost part of the detector and it
is contained in a 4.25 m radius, 125 µm thick nylon Inner Vessel (IV) that
delimits the detector Active Volume (AV). Scintillation photons are detected
by 2212 8 in diameter photo-multipliers (PMTs) installed on the inner surface
of a 6.85 m radius Stainless Steel Sphere (SSS) that encloses the entire inner
detector. Among the 2212 PMTs, 1828 are equipped with light concentrators
designed to enhance the light collection while shielding the photons that are
not coming from the detector active volume.

The buffer volume between the SSS and the IV is filled with 1040 t of non-
scintillating liquid consisting of PC with a small quantity of DMP (dimethylph-
talate) that quenches the PC scintillation and provides an additional shielding
from external γ-rays and neutrons coming from the SSS, from the PMTs glass
and from the light concentrators. This buffer layer is divided in two parts by
a 5.5 m, 125 µm nylon membrane to prevent gas emanation into the IV.

The SSS is contained into a 18 m diameter, 16.9 m high domed Water Tank
(WT) filled with ultra-pure water that shields γ-rays and neutrons from the
rock of the surrounding environment. At the same time, the Water Tank
acts like an outer detector and provides an active veto for the residual cosmic
muons. Indeed, despite the flux reduction of 6 orders of magnitude provided
by the LNGS overburden, ≈ 4000 muons crosses the detector every day, much
more than the number of expected neutrino interactions. For this reason, the
water tank was coated with highly refractive Tyvek foils and equipped with
208 photo-multipliers in order to measure the Cherenkov radiation produced
by crossing muons.

2.3 data acquisition

The optical photons produced by the liquid scintillator after the energy deposi-
tion of particles interacting in the detector active volume are detected by 2212
PMTs mounted on the inner surface of the stainless steel sphere. In the energy
window of interest for low-energy neutrino spectroscopy (0.1–3 MeV), approx-
imatively 500 photo-electrons (p.e.) per MeV are expected to be recorded by
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the detector, meaning that Borexino PMTs operate mostly in single photo-
electron regime.

To reconstruct the energy deposited by an event in the detector, the charge
collected by each PMT as well as the arrival time of the scintillation photons
must be measured. To do so, each PMT is AC coupled to an analogue front-end
followed by a digital board which digitizes the time and charge information of
every photo-electron. The front-end feeds the digital board with a fast timing
signal consisting in the amplified PMT signal itself. The timing signal is sent
to a dual threshold discriminator which fires only when the higher threshold
(≈ 25% of the average signal) is crossed, but retains the time information of
the lower threshold crossing to filter the PMT dark noise. The discriminator
output triggers two FADC (Flash Analogue-to-Digital Converter), one recon-
structing the event timing and the other recording the collected charge that
is provided by a dedicated gateless integrator [105] implemented on the front-
end board which holds the charge plateau for 80 ns before discharging with a
time constant of 500 ns. The logic board samples the integrated signal at its
baseline and at its peak (after 80 ns) and the collected charge is computed by
taking the difference between the two values. In case two photo-electrons are
recorded separated by a time interval shorter than 80 ns they are reconstructed
as a single “hit” with the time corresponding to the first p.e. and charge given
by the sum of two integrated signals. The charge and time information of each
PMT are stored in internal memory buffers, and to prevent data jamming dur-
ing the writing and sampling operations a dead time of 140 ns is introduced
every time the discriminator fires.

The experiment trigger must be able to recognize scintillation events, which
are characterized by the quasi-simultaneous occurrence of many PMTs hits
[106]. Given the large number of PMTs and the relatively high dark count
rate, the trigger was implemented with a purely digital logic which fires only
when a programmable number of PMTs detected a hit within a short time
window. The typical number of fired PMTs required to trigger the detector is
20, corresponding to an energy threshold of ≈ 50 keV. The trigger time window
is defined to be 100 ns, its minimum length being limited by the arrival time
spread of the optical photons, which take at most 50 ns to cross the whole inner
detector. In addition to the trigger for physics events, the Borexino Trigger
Board also implements many other trigger types that are used for monitoring
purposes.

The Borexino data acquisition was optimized for the detection of low energy
solar neutrinos, but in principle it can be used also for the reconstruction of
high energy events by correcting for the channels saturation. However, the
possibility of detecting high energy (E > 10 MeV) neutrinos, especially from
transient astrophysical events, motivated the implementation of a separate
system based on the idea that with high energy events the individual record
of all the 2212 PMTs is not needed. In this system the PMTs are grouped by
solid angle sectors in 98 units, and the signal is recorded by a 400 MHz, 8-bit
waveform digitizer.
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2.4 event reconstruction

The information recorded by the main acquisition system described in the
previous section are the time and the collected charge measured by each fired
PMT. These two information constitute a “hit”. Hits from fired PMTs are
acquired within a 16.5 µs gate. Given the dark count rate of the order of a
few hundreds counts per second per PMT, an average of 16 noise hits are
expected in the acquisition window. A dedicated reconstruction algorithm,
called echidna, analyses the hit time distribution in each acquisition gate in
order to separate scintillation events from noise. Unphysical “bad” hits are
removed by a decoding algorithm, while hits recognized as belonging to the
same scintillation signal are grouped into different “clusters”.

If two events in the scintillator are separated by a very short time (a few
hundreds of ns), the clustering algorithm may fail in recognizing the two events
as separate clusters and a single cluster is reconstructed. These random coinci-
dences are limited to the lower energy part of the spectrum and are described
in Sec. 3.3.3.

Clusters are the fundamental objects of Borexino data and are used to es-
timate energy, position and every other possible property to be related to an
event. The description of the energy end position estimators is presented in
Sec. 2.4.1 and 2.4.2 respectively, while other features such as the characteristic
hit time distribution used to discriminate neutrino events from background are
discussed in Sec. 2.6.4.

2.4.1 Energy reconstruction

Borexino defines tree main different energy estimators named Np, Nh and Np.e.

which represents the number of hit PMTs, the number of hits and the number
of photo-electrons reconstructed for each cluster. In order to account for the
variation of the number of active PMTs due to failures or temporary disabling,
the estimators are normalized to 2000 working channels with the relation

Np,h,p.e = Nm
p,h,p.e(t) · feq(t) (2.5)

where the superscript m indicates the measured value of the estimator at the
time t and feq(t) is an equalization factor defined as feq(t) = 2000/N ′(t) with
N ′(t) being the number of working channels at the time t.

The different definition of energy observables leads to different features of
the energy response: while Np.e. is linear over a wide energy range since it
accounts for the detection of multiple p.e. Np and Nh show a pronounced
non-linearity but are less affected by dark noise that is critical at low energies.

In order to facilitate the computation of the study of random coincidences of
multiple events, two additional variable with a “fixed duration” were derived
from Np. The Ndt1

p and Ndt2
p observables, defined as the number of fired PMTs

in the first 230 ns and 400 ns after the beginning of the cluster, were introduced
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for the first measurement of pp neutrinos; on one hand they benefit from a
lower dark noise due to the short time window, but on the other they are more
affected by the loss of linearity with respect to Np.

2.4.2 Position reconstruction

The reconstruction of an interaction vertex in Borexino is based on the recorded
hits pattern which is defined by the detection time of a photon (ti) and
by the position of the fired PMT (ri). To obtain the most likely position
of the event, the position reconstruction algorithm maximizes the likelihood
LPR(r0, t0|(ri, ti)) that the event occurred at time t0 in the position r0 given
the hits pattern. In the computation of the likelihood, the algorithm sub-
tracts from each detection time ti a position-dependent time-of-flight T jflight
computed as

T jflight = |r0 − rj | ·
neff
c

(2.6)

where neff is the “effective refractive index”. The effective refraction index de-
fines an effective speed for the optical photons, taking into account in a single
parameter the different group velocity, absorption and re-emission probability
and detection efficiency of photons with different wavelengths. Given the com-
plexity of the processes involved, it is hard to compute ab initio the effective
refractive index and its value is obtained from calibration measurements.

The likelihood function is maximized comparing the hit time distribution
(corrected for the time-of-flight) to the reference PDFs of the hit detection
probability as a function of the time elapsed from the emission of the scintil-
lation light. The PDFs are shown in Fig. 2.3a and their shape depends on the
amount of charge associated to each hit.

The position reconstruction algorithm was tested during the calibration cam-
paign when the whole detector was mapped with calibration sources of different
energies, whose exact position was determined by CCD cameras. Figure 2.3b
reports the spatial resolution in the x, y and z coordinates as a function of
the energy for calibration sources positioned at the detector centre. For the
x and y coordinates the spatial resolution goes from 15 cm at low energies
(150Np.e. ∼ 300 keV) to 9 cm at 1 MeV (∼ 500Np.e.). The vertical coordinate
z is reconstructed with a slightly worse precision because the PMT coverage
in z has a larger granularity [82].

2.5 background in borexino

The key of the outstanding results of Borexino in the field of solar neutri-
nos is the achievement of extreme low background levels. In this section the
main components of the background are presented along with the experimen-
tal procedures implemented to reduce their impact. Section 2.5.1 discusses
the background due to residual cosmic muons and muon-induced cosmogenic
isotopes; the background due to radioactive decays occurring outside the de-
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Figure 2.3: (a) Hit time detection PDFs as a function of time. The different curves
are for increasing values of the hit charge collected by the PMT. (b) Spatial resolution
of the position reconstruction algorithm for the x (solid red line), y (dashed black)
and z (dotted blue) coordinate as a function of the energy for events produced by
calibration sources placed in the detector centre. Figures from [82].

tector active volume, such as in the detector and PMTs structure and in the
inner vessel nylon, is presented in Sec. 2.5.2; Sec. 2.5.3 finally presents the
internal background due to the decay of radioactive isotopes that pollute the
liquid scintillator.

2.5.1 Muons and Cosmogenic background

The flux of cosmic muons in Gran Sasso Laboratories is attenuated by 6 orders
of magnitude thanks to the 3800 m w e overburden, resulting in 1.2µm−2h−1.
Muons crossing the detector can be tagged with good accuracy by both the
outer detector, which measures the Cherenkov light produced by the muon,
and by the inner detector that can distinguish track-like from point-like inter-
actions in the liquid scintillator.

High energy muons crossing the detector can produce a number of unstable
isotopes both via direct interaction or through the generation of hadronic
showers. The main cosmogenic isotopes in Borexino are reported in Tab. 2.1.
Most of them have a very short lifetime and their contribution is suppressed by
applying a 300 ms veto to the entire detector after each muon. The only three
components of the cosmogenic background with a relatively large production
rate and a lifetime long enough to survive the muon veto and give a non
negligible contribution to the energy spectrum are 6He, 10C and 11C.

The dominant cosmogenic background in Borexino is 11C, which has a life-
time τ = 29.4 min and undergoes β+ decay with a Q-value of 960 keV. The
total energy released in the scintillator is given by the sum of the energy
deposited by the positron and the two 511 keV annihilation γ-rays, and is be-
tween 1020 and 1980 keV. This energy region is critical for the measurement
of pep and CNO neutrinos (Sec. 1.2.2.1 and Sec. 1.2.2.2), especially since their
rate is only ≈ 1/10 of the 11C background one. To obtain a measurement of
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Isotope Lifetime Energy Decay
(MeV)

n 255 µs 2.23 capture γ on 1H
12N 15.9 ms 17.30 β+
13B 25.0 ms 13.40 β−, γ
12B 29.1 ms 13.40 β−
8He 171.7 ms 10.70 β−, γ, n
9C 182.5 ms 16.50 β+
9Li 257.2 ms 13.60 β−, γ, n
8B 1.11 s 18.00 β+, α
6He 1.16 s 3.51 β−
8Li 1.21 s 16.00 β−, α
11Be 19.9 s 11.50 β−
10C 27.8 s 3.65 β+, γ
11C 29.4 min 0.96 β+
7Be 76.9 d 0.48 EC γ

Table 2.1: Cosmogenic isotopes
in Borexino ordered for increas-
ing lifetime. The components that
give a non negligible contribu-
tion to the Borexino spectrum are
highlighted. In case of β decays
the quoted energy is the decay Q
value. From [82].

the pep and CNO neutrino 11C events are tagged as described in Sec. 2.6.3
exploiting their correlation in space and time with a muon track and with the
detection of at least one neutron that is often produced in the same process.

2.5.2 External and Surface background

The external background is due to radioactive decays taking place in the ma-
terial that contains and surrounds the scintillator. The main contributions in
Borexino come from the PMT glass, the light collectors and from the steel
of the detector structure. This background is strongly suppressed thanks to
the shielding provided by the non-scintillating buffer surrounding the detector
active volume and only relatively high energy γ-rays from 40K, 208Tl and 214Bi
can reach the detector active volume.

These eternal γ-rays are progressively shielded by the liquid scintillator,
therefore they can be further reduced selecting events inside a Fiducial Volume
(FV) that considers only the innermost part of the active volume. The impact
of external γ-rays is small for the measurement of 7Be neutrinos, but becomes
relevant for the pep and CNO neutrinos. For the solar neutrino analysis it is
possible to constrain the background due to external γ-rays by exploiting the
peculiar spatial distribution of their interactions which decreases exponentially
towards the detector centre as discussed in Sec. 3.3.2.

The nylon of the inner vessel was produced meeting very high requirements
in radiopurity (226Ra activity < 21 mBq/kg, [106, 107]) but is more contami-
nated than the liquid scintillator. Radioactive decays on the nylon surface can
be reconstructed at some distance from the inner vessel inside the detector
active volume, but the definition of a fiducial volume for the analysis removes
these events. The rate of γ–rays produced in the nylon and interacting in-
side the fiducial volume is estimated to be � 1cpd and therefore negligible
compared to other sources of background. The relatively high surface contam-
inations are used to reconstruct the shape of the inner vessel, that is monitored
on a weekly basis.
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Background Requirement Results

Type Source Phase I Phase II
14C intrinsic PC < 10−18 g/g ∼ 2× 10−18 g/g ∼ 2× 10−18 g/g
238U dust, metals < 10−16 g/g ∼ 1.6± 0.1× 10−17 g/g <9.5× 10−20 g/g
232Th dust, metals < 10−16 g/g ∼ 5± 1× 10−18 g/g <7.2× 10−19 g/g
40K dust, PPO < 10−18 g/g < 0.42 cpd/100 t not seen
210Po 222Rn < 1 cpd/t ∼ 1 cpd/t <1 cpd/t
222Rn mat. emanation < 10 cpd/100 t < 1 cpd/100 t < 0.1 cpd/100 t
85Kr air, nuclear test < 1 cpd/100 t 30± 5 cpd/100 t ∼ 5 cpd/100 t
39Ar air, cosmogenic < 1 cpd/100 t � 85Kr � 85Kr
210Bi 222Rn - 40 cpd/100 t . 20 cpd/100 t

Table 2.2: Main sources of internal background in Borexino. The results achieved in
Phase I and Phase II are reported along with the maximum allowed activity and the
main reduction strategy.

Environmental γ–rays and neutrons produced in the walls of the Hall C are
shielded by the water filling the outer detector and their rate inside the active
volume is negligible.

2.5.3 Internal background

The internal background is due to the decays of radioactive isotopes contami-
nating the liquid scintillator. Table 2.2 reports the tolerable background level
for different contaminations of the liquid scintillator along with the strategy
implemented to reduce them. Purification and handling procedures [108–110]
were developed and tested at the Borexino Counting Test Facility (CTF) [111]
and are the key for the success of the Phase I of Borexino. Between 2010
and 2011, before beginning the Phase II of the experiment whose results are
presented in this thesis, an additional purification campaign further reduced
the Borexino internal background, confirming Borexino as the most sensitive
low-energy neutrino observatory to date. In the following of this section the
main sources of internal background are presented.

14C

Carbon-14 (β−, Q-value = 156 keV, τ = 8270 yr) is chemically identical to 12C
copiously present in organic scintillator and therefore cannot be removed with
chemical processes. In order to reduce the 14C/12C fraction from the typical
value of 10−12 g/g, the Borexino scintillator was derived from petroleum from
deep underground [82, 112] obtaining a concentration of ≈ 2 · 10−18 g/g.

Despite the impressive reduction of the 14C concentration, 14C is by far the
most abundant background in Borexino with an average rate of the order of
3.5× 106 cpd/100 t. The Borexino trigger threshold (Sec. 2.3) corresponding
to ≈ 50 keV reduces the trigger rate to . 30 Hz. However, the high 14C rate
makes the probability of reconstructing two decays in a single cluster non-
negligible. The random coincidence of two 14C is a crucial background at low
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energy for the measurement of pp neutrinos and will be addressed in Sec. 3.3.3
and Sec. 4.2.

85Kr

Krypton-85 (β− (99.53% B.R.), Q-value = 687 keV, τ = 15.4 yr) is present in
the atmosphere with an average activity of ≈ 1 Bq/m3 which requires extreme
care to avoid any contact with air in the scintillator handling and detector
filling operations. Its contamination can be efficiently reduced by stripping
the liquid scintillator with N2 gas [113].

Krypton-85 can also decay onto the 85mRb, although with B.R. ≈ 0.43%,
emitting an electron with 173 keV maximum energy followed by a 514 keV γ-
ray from the 85mRb de-excitation with a mean lifetime of 2 µs. The coincidence
in space and time of these two events can be used to obtain an independent
measurement of the 85Kr rate inside the scintillator. Using this method, a
rate of ≈ 30 cpd/100 t was measured in Phase I [82] but after the 2010-2011
purification campaign the 85Kr concentration is expected to be reduced by a
factor ∼ 5.

39Ar

Argon-39 (β−, Q-value = 565 keV, τ = 386.6 yr), similarly to 85Kr, is present
in the atmosphere with an average activity of 1.43 Bq/m3 and a leak tight ex-
perimental environment is required in order to avoid contaminations. Unlike
85Kr, 39Ar has no secondary decay channels that can be exploited to obtain
an independent measurement of its rate, therefore great efforts were made to
ensure a very low 39Ar contamination. The contamination in the liquid scintil-
lator was reduced by N2 gas stripping with contamination of Ar in nitrogen as
low as ≈ 0.005 ppm. With such pure gas, the expected 39Ar rate is less than
0.02 cpd/100 t and therefore negligible [82].

238U chain

Isotopes belonging to the 238U chain contaminate the liquid scintillator as
micron and sub-micron particulate (dust), but their concentration is strongly
reduced by the purification procedures adopted by Borexino, in particular by
the scintllator filtering, distillation and “water extraction” [113].

The level of the contaminations due to the unstable isotopes belonging to
the 238U chain in secular equilibrium can be estimated exploiting the fast
sequence of 214Bi and 214Po decays

214Bi→ 214Po + e− + νe (Q = 3.27 MeV)
214Po→ 210Po + α (Eα = 7.7 MeV)

where the lifetime of 214Po is 238 µs. An increase of the 214Bi–214Po “fast
coincidence” rate followed by an exponential decrease with the mean lifetime
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τ = 5.5 days of 222Rn is observed after operations on the detector (filling, inser-
tion of calibration sources, . . . ), but no persistent contamination is measured.
This indicates that the increase in the tagged 214Bi–214Po coincidences is due
to the 222Rn reaching the detector active volume.

The “baseline” rate of 214Bi–214Po fast coincidences allows to constrain the
238U concentration to be lower than 9.5×10−20 g/g during Phase II, improving
the already impressive background level achieved in Phase I.

210Bi

Bismuth-210 (β−, Q-value = 1160 keV, τ = 7.23 days) is one of the main
background in the Borexino spectrum since it affects the region of interest for
7Be, pep and CNO neutrinos. In particular, the 210Bi background is critical for
the sensitivity to CNO neutrinos since its energy spectrum is almost identical
to the energy distribution expected from CNO neutrino events. The presence
of 210Bi in the liquid scintillator comes from a contamination of the 210Pb
parent nucleus (τ210Pb = 32.2 yr) that decays into 210Bi with a Q-value of
65 keV too small to be detected. A method for obtaining an independent
measurement of the 210Bi rate based on the 210Bi equilibrium with the parent
210Pb is discussed in Sec. 6.3.2.

210Po

Polonium-210 (α, Eα = 5.3 MeV, τ = 199.6 days) is the daughter of 210Bi but
during Phase I as well as at the beginning of Phase II a large out-of-equilibrium
contamination made it the second largest source of background after 14C.

The mono-energetic α particle ionization in the liquid scintillator is strongly
quenched and the reconstructed energy falls in the region of the 7Be neutrinos.
The α decay of 210Po can be efficiently tagged exploiting the characteristic
time development of the scintillation light (Sec. 2.6.4.1).

232Th chain

Like the isotopes of the 238U decay chain, isotopes descending from 232Th that
contaminates the scintillator as dust are efficiently removed by the purification
procedures [113]. The residual contamination of 232Th daughters is measured
by the delayed coincidence of the 212Bi–212Po decays

212Bi→ 212Po + e− + νe (Q = 2.3 MeV)
212Po→ 208Pb + α (Eα = 9.0 MeV)

The rate of 212Bi–212Po fast coincidences can vary after some operations on the
detector (filling, calibration), but no persistence variation was recorded and the
212Bi–212Po recovered its initial values in a few days. The concentration of the
232Th chain isotopes during Phase II is estimated from the asymptotic 212Bi–
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212Po rate and results in an upper limit at 7.2× 10−19 g/g, which improves
the Phase I limit of one order of magnitude.

40K

Potassium-40 (β− (BR 89%), Q-value= 1310 keV, τ = 1.85 Gyr) is a primor-
dial nuclide with a natural abundance of 0.012%. Large traces of 40K were
found in commercially available PPO to the extent that its rate would have
been thousands of times larger than the solar neutrino interactions one. Potas-
sium is removed from the liquid scintillator by filtering, distillation and water
extraction [113]. It is possible to measure the content of 40K exploiting its
secondary decay channel into 40Ar* that in turn decays emitting a 1460 keV
γ-ray. The analysis of Phase I data found an upper limit of 0.4 cpd/100 t (95%
C.L.) on the 40K and Phase II confirmed no evidence of 40K.

2.6 background reduction techniques

After being processed by the reconstruction code, runs acquired in the same
week are grouped in a single pre-filtered file (DST). In order to reduced the
background events, only events satisfying a series of conditions discussed in
this section are selected for the analysis.

Cosmogenic background events, noise and 214Bi–214Po coincidences are re-
moved by applying the data selection cuts described in Sec. 2.6.1. External
and surface background is reduced selecting the events reconstructed inside
a Fiducial Volume which can be defined differently depending on the goal of
the analysis as discussed in Sec. 2.6.2. The impact of data selection cuts is
clearly visible from Fig. 2.4, where structures in the spectrum like the peak
due to the quenched α decay of 210Po and the “bump” due to the decay of 11C
become clearly visible. In order to reduce the cosmogenic background due to
long-living cosmogenic isotopes, a veto based on the threefold coincidence of
an event with the passage of a muon and the detection of a neutron capture
is implemented and discussed in Sec. 2.6.3.

Another possibility to disciminate solar neutrinos from α or β+ background
events relies on the different time development of the emission of the scintilla-
tion light and is discussed in Sec. 2.6.4.

2.6.1 Data selection

In order to remove muons and short-living cosmogenic background, fast coin-
cidences and noise events, the following cuts are applied:

1. Muons and muon daughters: muons are tagged either by the outer de-
tector or by the characteristic track-like signal reconstructed in the inner
detector. As soon as a muon is identified the entire detector is vetoed for
300 ms, during which most of the cosmogenic unstable isotopes produced
by muon-induced showers decay.
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Figure 2.4: Effects of the data selection cuts on Borexino Phase II spectrum. Starting
from the total spectrum, cuts removing cosmic muons and short-living cosmogenic
isotopes (Sec. 2.6.1), external background (Sec. 2.6.2), and the long-living cosmogenic
11C (Sec. 2.6.3) are applied in series.

2. Single Clusters: only events where a single cluster is identified by the
reconstruction algorithm are accepted. If the reconstruction algorithm
failed to identify at least one point-like scintillation event or reconstructs
more than one cluster in the acquisition gate, the event is rejected.

3. Fast coincidences: in order to tag and remove 214Bi–210Po delayed coin-
cidences, events reconstructed with a mutual distance smaller than 1.5 m
within a 2 µs time window are dropped.

4. Start time: clusters with a strange position of the first hit time are
accounted as faulty trigger and discarded.

5. Reconstructed charge control: the total collected charge is compared to
the number of fired PMTs. If the charge is too large or too small given
the PMTs hit the event is dropped.

6. Crate Fraction: if more than 75% of the fired PMTs are readout and
powered by the same crate the event is attributed to crate noise and
discarded.

The total dead time introduced by these cuts is dominated by the 300 ms
veto applied to remove muons and cosmogenic background. The fraction of
good events removed by these cuts was determined from calibrations and sim-
ulations and resulted to be much less than 1% [114].
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Figure 2.5: Definition
of the FV selection in
the x–z plane for differ-
ent solar neutrino anal-
yses compared to the
vessel shape evolution
throughout Phase II.

2.6.2 Fiducial volume cuts

The fiducial volume cut is defined with the goal of minimizing the external
and surface background while selecting the largest possible mass of scintil-
lator where the detector energy response is uniform1 The optimal trade-off
between these requirements led to slightly different definitions of the fiducial
volume in Borexino solar neutrino analyses depending on the physics goal of
the measurement.

Figure 2.5 shows the different definitions of the fiducial volume used for
the 7Be neutrino precision measurement, for the analysis of pep and CNO
neutrinos and for the measurement of the seasonal modulation of the 7Be
neutrino flux. The cut on the vertical coordinate z that is applied in different
ways for all the fiducial volume choices is motivated by the presence of the
end-caps at the top and bottom of the inner vessel. The end-caps are an
additional source of external background and their presence also affects the
light collection efficiency at the top and bottom of the detector.

7Be fiducial volume The fiducial volume for the measurement of 7Be
was defined applying a radial cut of r < 3.021 m and a vertical cut of |z| <
1.67 m, resulting in a total mass of 75.46 tons.

pep fiducial volume The fiducial volume chosen for the pep and CNO
neutrino analysis during Phase I [84] is defined with a radial cut of r < 2.8 m
and an asymmetric cut in the vertical coordinate (z > −1.8 m, z < 2.2 m)
motivated by the presence of external background generated in the end-caps
and by the requirement of a uniform light collection efficiency [115]. The hard
radial cut was motivated by the stronger impact of the external background

1 The requirement of a uniform energy response of the detector in the selected volume is
important to ensure a good energy resolution.
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on the pep neutrino analysis with respect to the 7Be one. This definition of
the fiducial volume corresponds to a mass of 71.3 ton and is the one that is
chosen for all the results presented in this thesis where not stated otherwise.

seasonal modulation fiducial volume A dedicated analysis was
developed to measure the seasonal modulation of the 7Be flux due to the Earth
orbit eccentricity. This particular measurement is less affected by the external
background and by the loss of resolution compared to the measurements of
the neutrino interaction rate, and therefore the fiducial volume was extended
in the vertical direction applying two parabolic cuts in correspondence of the
end-caps [116]. The corresponding mass is 98.6 tons.

2.6.3 Threefold coincidence method

The background due to cosmogenic 11C decays is one of the main backgrounds
in Borexino and is clearly visible in the events spectrum shown in Fig. 2.4.
Cosmic muons reaching the detector have an average energy of 320 GeV [117]
and can produce 11C either by spallation (i.e., through a direct interaction
mediated by a virtual photon)

12C + µ→ µ+ 11C + n+ secondaries (2.7)

and through the interaction of 12C with products of muon-induced showers.
The production channels of 11C were studied in [118], showing that in 95% of
the cases at leas one neutron is present in the final state. It is then possible
to tag 11C exploiting their correlation in space and time with the passage of
a muon and the delayed γ-ray(s) from the capture of one or more neutrons
by hydrogen. This space-time correlation is often referred to as threefold
coincidence (TFC).

The first implementation of the TFC algorithm established a veto in the
region of the detectors interested by the passage of a muon track and by the
neutron captures [82, 84]. A more recent version of the TFC [119] computes
for each event the probability of being a comogenic background event. The
likelihood function is built taking into account the relative timing and distance
of the event from the muon track and from the neutron capture vertex, the
neutron multiplicity and the muon energy deposit along the track. Figure 2.6
shows the likelihood (LTFC) as a function of the reconstructed energy for
Borexino Phase II data. Events with LTFC below are certain threshold are
collected in the TFC-subctracted dataset (shown in Fig. 2.4), while remaining
events constitutes the TFC-tagged dataset. The LTFC threshold used to define
the TFC-subtracted and -tagged datasets is chosen to maximize the TFC
efficiency cut while preserving the exposure of the TFC-subtracted dataset.
In the analysis presented in this thesis, the 11C-tagging efficiency is (92± 4)%
and the TFC-subtracted datasets retains (64.28±0.01)% of the total exposure
[119].
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Figure 2.6: Distribu-
tion of LTFC as a func-
tion of the Ndt1

p en-
ergy estimator. 11C
events are clearly sep-
arated from the rest
of the events. The
green dashed line in-
dicates the threshold
used to define the TFC-
subtracted and -tagged
datasets. Figure from
[119].

In addition to the selection based on the value of LTFC, the TFC algorithm
vetoes the whole detector for 2 hours at the beginning of each DST file since
DSTs are independent on each other and the information on muons are not
shared from a DST to the next. Similarly, another full volume veto is applied
at the beginning of each run since a muon could be lost in the time between the
two runs. The duration of the veto is [600 + 3600(1− exp{− 3∆t/τ})] s, where
∆t is the time interval between the two runs and τ is the neutron capture
lifetime (≈ 0.25 ms) [114].

2.6.4 Pulse shape discrimination

The emission time of scintillation light depends on the details of the energy loss
of a particle inside the liquid scintillator. The resulting hit time distribution,
or pulse shape, can then be used to discriminate e−-like events, like the ones
expected from the interaction of solar neutrinos, from background due to α or
β+ decays as described in the following sections.

2.6.4.1 α/β discrimination

The time development of a scintillation event, just like the amount of emitted
light, depends on the dE/dx and thus on the particle type.

Scintillation photons are emitted by the de-excitation of the first excited
singles state, but highly ionizing α particles create along their track a region
with high ionization density, with a relatively large number of PPO molecules
in the first triplet excited state (T10). This state cannot de-excite emitting
light nor can pass to the singlet state: the only way to decay is by molecular
interaction with another molecule in the T10 state which brings one of the
molecules at the ground states and the other to the first excited singlet state
that promptly de-excites emitting a delayed photon. The molecular interaction
yield scales as the squared of the concentration of molecules in the T10 state,
therefore the fraction of light emitted with a delay will be larger for the particle
with larger dE/dx [120].
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The different hit time distribution of α particles with respect to β− events
is shown in Fig. 2.7a where 214Bi–214Po events selected through the fast coin-
cidence method (Sec. 2.6.1) are used as a reference for β− and α respectively.
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Figure 2.7: (a) Hit time distribution for α and β− events selected with the 214Bi–
214Po fast coincidence. Figure from [82]. (b) Distribution of the MLP classifier for a α
(red) and β− (blue) training sample obtained selecting 214Bi–214Po fast coincidences.
Figure from [116].

During Phase I a linear discrimination technique based on the Gatti param-
eter was used to separate α and β events [82]. More recently, a new approach
based on a neural network was developed [116]. The new method exploits
a MultiLayer Perceptron (MLP) algorithm that is implemented in the TMVA
package of the ROOT analysis framework [121].

The algorithm classifies an event as belonging to one or the other of the
considered classes on the base of a vector of features selected by the user,
such as different tail-to-total, the mean time and the number of hits inside
the cluster [114]. The neural network is trained using part of the 214Bi–214Po
events as reference samples for the α and β− classes. After the training, the
discrimination efficiency is evaluated on a test sample of events independent
from the one used for the training: the algorithm assigns to each tested event
a value close to 0 or 1 depending on the most likely class. Figure 2.7b displays
the distribution of the MLP output for a 214Bi–214Po independent test sample
and shows the power of this discrimination method.

The MLP classifier allows to tag α decays in the scintillator, like the ones due
to 210Po, with great efficiency but the dependence of the MLP performance
for different events and detector conditions still requires some studies. For
instance, one should consider that the neural network was trained using 214Po
α events, which have a higher energy compared to those of 210Po. A possible
energy dependence of the MLP efficiency is therefore not excluded. Similarly,
the loss of PMTs during Phase II can slightly affect the MLP performance: for
this reason studies with a specific dataset defined to minimize the changes of
the detector response [93] are foreseen in the near future.
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Figure 2.8: Hit time
distribution for β+ and
β− events. Figure from
[82].

2.6.4.2 e+/e− pulse shape discrimination

The interaction of positrons inside the liquid scintillator is characterized by a
specific time evolution and topology of the energy deposit that can be exploited
to separate the neutrino signal from the β+ decays background due to 11C that
survived the TFC cut (Sec. 2.6.3).

A positron loses its energy primarily via ionization and in 95% of the cases it
forms a e+–e− bound state (“positronium”) with an electron in the scintillator
before annihilating with the emission of two 511 keV γ-rays [82]. Depending on
the relative orientation of the electron and positron spin, the positronium has
a different mean lifetime, being 125 ps for the singlet state (para-positronium)
and 140 ns for triplet states (ortho-positronium). The formation probability
of para- and ortho-positronium in matter, as well as their mean lifetime, dif-
fers from the values computed in vacuum because of the interactions with the
surrounding medium. For the Borexino scintillator, the formation probability
of ortho-positronium is 51.2% [122]. The corresponding mean lifetime is re-
duced to 3.12 ns [122], that is compatible with the fastest component of the
scintillation light. The delayed annihilation of positronium therefore produces
a visible effect in the hit time distribution of β+ events with respect to β−

interactions: Fig. 2.8 shows the difference between the hit time distribution for
a sample of β+ events obtained from a clean sample of 11C selected applying
a strict TFC cut and for 214Bi β− decays selected thanks to the 214Bi–214Po
fast coincidence.

Another signature of β+ decays comes from their decay topology. Indeed,
the average path of the two annihilation γ-rays in the liquid scintillator is in
the 10–20 cm range, which is larger than the typical spatial resolution of the
position reconstruction.

During Phase I the output of a Boosted Decision Tree (BDT) neural network
was introduced as a pulse shape parameter (PS-BDT) [82, 84, 115]. The
neural network considers both the features of the hit time profile and the
event topology and was trained using a sample of 11C events selected with a
strict TFC cut and 214Bi β− decays in the energy region interested by 11C.
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The distribution of the PS-BDT parameter for a set of events independent
from the training dataset is shown in Fig. 2.9a.

(a) PS-BDT (b) PS-LPR

Figure 2.9: Test of pulse shape discrimination on a sample of strictly selected 11C
and 214Bi events using the PS-BDT (a) and the PS-LPR parameters. Figure from
[114].

A new pulse shape discrimination parameter based on the likelihood of the
position reconstruction LPR (Sec. 2.4.2) was introduced for the analysis of
Borexino Phase II data [114]. The “diffused” energy deposit of a β+ event
(prompt localized ionization, followed by two delayed γ-rays) creates multiple
local maxima in the likelihood function and causes a general worsening of the
position reconstruction that results in smaller values of the maximum likeli-
hood. The value of the maximized likelihood depends on the number of hits
in the cluster. This energy dependence is almost completely removed by nor-
malizing the likelihood for the number of fired PMTs [114]. The distribution
of the normalized likelihood pulse shape parameter2 PS-LPR for the same test
sample used for PS-BDT is shown in Fig. 2.9b.

The choice of the PS-LPR offers approximatively the same discrimination
power of PS-BDT, but also brings some advantages. In particular, the new
pulse shape variable is easier to simulate and is less dependent on the events
energy compared to PS-BDT [114].

2.7 conclusions

The achievement of an extremely low background level has been crucial for
the success of the Borexino experiment, proven by the outstanding scientific
results obtained since the very beginning of the data taking in 2007.

Despite the impressive reduction, the residual background surviving the
data selection cuts described in Sec. 2.6 has a rate compatible with the one
expected from solar neutrinos. Figure 2.10 shows the expected contributions

2 Since the position reconstruction algorithm finds the maximum likelihood minimizing the
negative logarithm of LPR, the PS-LPR variable is computed from the normalized minimum
value of − logLPR. This means that high values of PS-LPR indicate a bad position recon-
struction accuracy.
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of both background events and electrons scattered by solar neutrinos to the
Borexino energy spectrum during Phase I. In order to separate background
and neutrino events and to constrain their rate, a fit is performed on the data.

The fit methods and procedures are described in the next Chapter, that
presents the development of a new fit tool that has been used to obtain the
results presented in this thesis.

The unique radiopurity of the Borexino detector allowed to pursue other
scientific goals besides the measurement of solar neutrinos summarized in
Sec. 1.4.3. In particular, the large distance from active nuclear plants makes
Borexino an ideal candidate to measure the flux of electron anti-neutrinos
produced by the decay of radioactive isotopes in the Earth interior. The mea-
surements of geo-neutrinos in Borexino [123–125] confirmed the presence of
the geoneutrino signal with a 5.9σ significance and constrained the radiogenic
heat production from 238U and 232Th inside the Earth in between 23 and
36TW.
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T O O L S A N D P RO C E D U R E S FO R A M U LT I VA R I AT E F I T

Despite the outstanding radiopurity of the Borexino experiment, the relatively
low event rate and the presence of background make the extraction of the
solar neutrino signal challenging. Signal and background events are often
indistinguishable on an event–by–event base and their discrimination relies
primarily on a fit of the energy spectrum.

The Borexino analysis methods developed before 2017 (briefly described in
Sec. 3.1) were successfully used to obtain relevant physics results, but showed
some limitations when including additional variables to the analysis to improve
the sensitivity to the neutrino signal. This motivated the development of a
new fitting tool, designed to have a full multivariate approach, be more flexi-
ble and improve the computational performance. In this chapter, all the steps
of the development of the fitting tool are reported, starting from the concep-
tual structure and its benchmarking against the previous analysis described
in Sec. 3.2. Thanks to the new tool a new analysis procedure became possi-
ble and has been tested. A major improvement with respect to the previous
analyses concerns the inclusion of other variables in addition to the energy ob-
servables that now are treated as additional dimensions. The construction of
the multi-dimensional models needed for this kind of analysis is summarized in
Sec. 3.3, while in Sec. 3.4 an optimized choice of the binning is presented. The
details of the fit configuration that will be used on data are briefly discussed
in Sec. 3.5.

3.1 prior state of the art

What makes the Borexino experiment unique in the landscape of neutrino
experiments is its capability to measure the signal of low energy neutrinos and
perform a spectral analysis extended to very low energy. As for any spectral
analysis, a crucial ingredient is the accurate knowledge of the expected signal,
of the relevant sources of background and of the detector response modelling.

Each of the energy observables introduced in the previous chapter is charac-
terized by a specific response function that describes its probability distribu-
tion function when energy is deposited in the detector. The energy response
depends on several factors such as the position inside the detector, the type

49
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of interacting particle, the scintillator properties as well as the status of the
detector and of the readout electronics at the time of the event.

The analysis of Borexino adopts two independent models of the detector
response: the first is an analytical model of the response function that pro-
vides the mean and the variance of the energy estimator as a function of the
deposited energy; the second model is based on the Monte Carlo simulations
of the detector behaviour.

The so-called analytical response function [82] is derived taking into account
both the properties of the scintillator, such as the light yield, and of the
detector, e.g. the spatial uniformity of the light collection and the number of
active PMTs. The theoretical spectrum of each component is convolved with
the response function. Rates and some parameter of the detector response,
such as the light yield, are left free in the fit while the rest of the response
function parameters are fixed after they have been tuned with Monte Carlo
and calibration data. In this approach the free parameters of the response
function are determined by the data themselves during the maximization of
the likelihood, which makes the analysis less prone to systematic uncertainties
concerning the detector response modelling. On the other hand, additional
nuisance parameters contribute in enlarging the statistical uncertainty on the
measured rates.

Another way to obtain the energy response is by performing a detailed sim-
ulation of the whole experiment. The Borexino Monte Carlo simulations [126]
is a custom package based on Geant4 [127] that carefully reproduces the de-
tector geometry and all the physical processes following the interaction of a
particle. Events are generated in the detector according to their expected
spatial distribution and photons emitted after the energy deposit in the liq-
uid scintillator are tracked individually until they are absorbed or reach the
PMT photocathode. The PMT detection probability is defined according to
the characteristic quantum efficiency at each photon wavelength. The full elec-
tronic chain is also simulated and the output of the simulation is processed
using the same reconstruction code used for real data. Great attention is given
to the simulation of the optical properties of the materials that have been care-
fully tuned with calibration data [128] and benchmark measurement, making
it possible for the simulation to achieve a sub-percent accuracy [126]. An ad-
ditional crucial requirement for a reliable simulation is the possibility to take
into account the detector evolution in time. In particular the deformation of
the inner vessel, which impacts locally on the overall optical absorption length
and on the external background contamination, is traced on a weekly basis.
The characteristic dark rate of each PMT, its effective quantum efficiency and
its gain, that are later used in the processing of the events, are also taken from
the data every week.

In this fit approach, the model of each spectral component is obtained sim-
ulating ≈ 200 times the number of events in the data. The output of the
simulation consists in files resembling the raw data that are processed through
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the very same reconstruction software. In the spectral analysis the only free
parameters are the rates that act like scaling factors of the models.

In the previous analyses performed on the Borexino spectrum, the fit range
and the dataset were optimized according to the solar neutrino component
that was under consideration [80, 84, 86]. An ambitious goal of the Borexino
analysis pursued in the last years was to perform a simultaneous analysis of
all the low energy components of the solar neutrino spectrum. As pointed out
in Sec. 2.6.3, the 11C background has a crucial impact on the sensitivity to
the ν(pep) and ν(CNO) signal. Carbon-11 rate can be suppressed by the TFC
cut, but this reduces the available statistics for the 7Be neutrino measurement.
In order to maximise the sensitivity to both 7Be and pep/CNO neutrinos, the
TFC tagged and subtracted datasets are simultaneously analysed maximizing
a likelihood given by the product of the likelihoods of the two datasets

Ltot(θ) = Lsub
TFC(θ) · Ltag

TFC(θ) (3.1)

where Lsub,tag
TFC (θ) is a binned Poissonian likelihood

Lsub,tag
TFC (θ) =

Nbins∏
i=0

[λi(θ)]ki
ki!

e−λ
ki
i (θ) (3.2)

with the index i spanning the bins of the spectrum and ki and λi(θ) being
the number of entries and the expected number of entries in the i-th bin
respectively. The parameters entering the likelihood are indicated by θ and
are partly shared by the TFC-subctracted/tagged terms. The rates of the
neutrino components are common for the two datasets along with part of the
nuisance parameters like the rate of some background contaminations. Other
contributions to the background (like 210Po and the cosmogenic 11C, 10C and
6He) differently populate the TFC-tagged and TFC-subctracted datasets and
their rates are kept independent (see Sec. 3.5).

The sensitivity of the analysis can be improved including additional informa-
tion that helps constraining some components of the Borexino spectrum. The
external background due to γ rays generated in the stainless steel sphere and
in the PMT glass are more and more attenuated as they penetrate towards the
detector centre, showing therefore a characteristic radial distribution. Adding
the radial coordinate of each event can hence help increasing the accuracy of
the analysis. Similarly, the pulse shape parameter introduced in Sec. 2.6.4.2
can improve the precision in the determination of the 11C background that is
critical for the measurement of pep and CNO neutrinos. The first analysis of
this kind was already performed during Phase I [82, 84] but the lack of com-
puting resources prevented the implementation of a full multivariate approach
and the radial and Pulse Shape information were included in the fit by adding
to the likelihood in Eq. (3.1) two additional multiplicative terms

Ltot(θ) = LsubTFC(θ) · LtagTFC(θ) · Lrad(θ) · LPS−Lpr(θ) (3.3)



52 tools and procedures for a multivariate fit

In such procedure the distribution of the events radial position and of the
Pulse Shape parameter is integrated over a given energy range and treated
as independent data sets. This strategy introduces correlations between the
number of counts in different histograms since the same event falls both into
the energy spectrum and in the pulse shape and radial projections; to solve this
issue the normalization of the model for the radial/pulse shape distribution
was set to be equal to the total number of entries in the projected histograms,
leading to a likelihood term of the form

Lrad/PS-Lpr(θ) =
P∏
s=1

M∏
j=1

[asλjs(θ)]kjs
kjs!

e−asλjs(θ) (3.4)

where the index s runs over the number of considered energy windows, while j
spans over the bins of the projected histograms. Similarly to Eq. (3.1) λjs(θ)
and kjs indicate the expected and the observed number of entries of the j-th
bin of the s-th projection. The as coefficients set the normalization of the
model as described before, being defined as

Ns =
M∑
j=1

asλjs(θ) (3.5)

This fit procedure was extensively discussed in [82, 115] and validated
against Monte Carlo generated pseudo-datasets.

This analysis strategy is not fully satisfying for two reasons. First, the
standard multivariate fit does not take into account properly the correlations
between the analysis variables that can be significant in case the detector
energy response changes as a function of the radius. Secondly, the construction
of the likelihood in Eq. (3.3) leads to a rigid structure of the analysis that does
not allow to easily test different configurations or add new variables. These
limitations motivated an overall review of the multivariate fit strategy and the
implementation of a new analysis tool.

3.2 development and benchmarking of a new fitting tool

To overcome the limitations of the previous analysis method, a new fitting tool,
named bx-stats, was developed with the intention to have a general, flexible
tool for frequentist multivariate analysis. The new fit structure and its main
features are described in Sec. 3.2.1 while the results of a benchmarking against
the previous fitting tool are presented in Sec. 3.2.2.
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3.2.1 Structure of the bx-stats fitting tool

The bx-stats software was built as an interface to the m-stats software pack-
age1, a ROOT-based frequentist analysis tool designed to perform maximum
likelihood fits of multidimensional histograms. In this framework, a multivari-
ate analysis of energy, radius and pulse shape can be performed avoiding the
“projections” onto one-dimensional histograms used in the previous analysis.
The likelihood is the product of a Poisson function for each bin:

L(θ) =
N0∏
i0

N1∏
i1

. . .
Nn∏
in

λki
i (θ)
ki!

e−λi(θ) (3.6)

with ki and λi(θ) denoting respectively the actual and the expected number
of counts in the i = {i0, i1, . . . in} bin.

In the configuration of the analysis the user can define several datasets, each
one characterized by its own exposure, variable ranges and fit model. Indeed,
for each dataset all the signal and background components must be listed
specifying their name: the free parameters of the analysis are the rates of the
single components, that are treated as one in case a component with the same
name is present in multiple datasets. The different datasets are combined in
the minimisation of the Poisson Negative Log-Likelihood (NLL) in an analogue
way as shown for the TFC-subctracted/tagged datasets in Eq. (3.1)

− logLtot(θ) =
ND∑
n=1

∑
i

(
−k(n)

i λ
(n)
i (θ) + λ

(n)
i (θ) + log Γ(k(n)

i + 1)
)

(3.7)

where n denotes the specific datasets out of the ND considered, the vector
i indicates the bin of the multi-dimensional histogram corresponding to the
n-th dataset and Γ(x) is the Gamma function.

A common situation in a physics analysis where many parameters are in-
volved is to rely on some other “control” measurements to constrain some
of the nuisance parameters. The correct way to take into account the addi-
tional information in a frequentist analysis approach consists in including in
the analysis an additional dataset for each of the control measurements. This
is typically approximated adding a Gauss function as a multiplicative term to
the likelihood for each of the constrained parameters θi. Therefore, if one of
the fit parameters is already known from the results of an independent estima-
tion, it is possible to include this information simply by adding to the NLL in
Eq. (3.7) a penalty term of the form

− lnLpenalty(θi;µi, σi) = 1
2 ln(2π) + ln σ + 1

2

(
θi − µi
σi

)2
(3.8)

1 M. Agostini, https://github.com/mmatteo/m-stats

https://github.com/mmatteo/m-stats
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where µi and σi are the mean and standard deviation obtained from the con-
trolled measurement of the parameter θi.

3.2.2 Benchmarking of the new fitting tool

The performance of bx-stats was benchmarked comparing its results against
those of the previous fitting tool when the same dataset is analysed and using
the exact same settings by the two softwares. In particular, the Minuit set-
tings were set identically including the minimisation algorithm, its tolerance
and the maximum number of calls (Tab. 3.1). The PDFs were obtained for
each component using the same simulations. The comparison was performed
using Nh as energy observable and considering the pep fiducial volume cut
(Sec. 2.6.2). The energy range was 120–1000 Nh and the binning was 1 Nh.

The simultaneous fit of multiple datasets with the new fitting tool was vali-
dated performing simultaneous (non multivariate) fits of many pseudo-datasets
consisting of TFC-subctracted and tagged energy spectra. The validation of
the multivariate fit approach was tested in a similar way including the radial
distribution in addition to the energy spectrum.

simultaneous fit of multiple datasets The simultaneous fit on
the TFC-subctracted/tagged datasets was validated by drawing a comparison
between the results of the two fit methods when the same dataset is analysed.

The pseudo-data were produced using bx-stats and stored to disk. These
pseudo-datasets, consisting in a TFC-subctracted and tagged spectrum, are
sampled injecting the rates reported in Tab. 3.2 and assuming both a realistic
exposure (corresponding to 4 years of data taking) and an unrealistically large
one (100 times larger). The fit parameters are initialized in the same way in
the two softwares, sharing the same starting value and fit initial step size.

Method Max. Calls Tolerance

SIMPLEX 1× 104 0.1
MINIMIZE 1× 108 0.1

Standard Minuit Settings
MINIMIZE 2× 103 0.1

Table 3.1: Settings of the minimization method used in the validation, unless other-
wise specified. The Standard Minuit Settings usually used in the old approach are
also shown for comparison.

To test the fit stability we studied the cases of “far” and “close” starting
values of the fit parameters with respect to the actual injected rate. From here
to the end of this section, every reference to the “close” and “far” starting
points is to be referred to the rates reported in Tab. 3.2, where the “far”
starting values were defined to be 0.1 cpd/100 t for all the components while
the “close” ones correspond to 80% of the true injected rate.
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Species
Injected rate Close start. Far start.

value value
(cpd/100 t) (cpd/100 t) (cpd/100 t)

ν(7Be) 48.0 44.0 0.1
ν(pep) 2.8 2.3 0.1
ν(CNO) 5.0 4.0 0.1
210Bi 20.0 16.0 0.1
210Po 250.0 200.0 0.1
85Kr 5.0 4.0 0.1
11C sub. 2.8 2.2 0.1
11C cmp. 65.8 48.0 0.1
Ext. bkg. 214Bi 1.0 0.8 0.1
Ext. bkg. 208Tl 2.0 1.6 0.1
Ext. bkg. 40K 1.0 0.8 0.1

Table 3.2: Summary of the injected rates together with the corresponding starting
points both for the values close to the injected ones and far from them.

In the case of huge statistics and close starting values the two fit methods
give exactly the same results, as one can see from the clear correlation be-
tween the results returned by the fits for a subset of the fit parameters shown
in Fig. 3.1a. The maximum likelihood estimator is unbiased for both software
as the mean value of each component (reported in the bottom right boxes in
Fig. 3.1a) is equal to the injected one (shown in Tab. 3.2). Setting a far start-
ing value for all the fit parameters doesn’t change the outcome of bx-stats.
Conversely, the change of the starting point has an impact for the standard
fit, that in some cases converges to a local minimum. This behaviour can be
recognized from the distribution of the reconstructed rates of ν(CNO), ν(pep)
and 210Bi since, as it will be extensively described in the next chapter, these
components are strongly correlated and are very sensitive to fit instabilities.
Figure 3.1b shows that while bx-stats correctly reconstructs the rate of CNO
neutrinos and 210Bi, in approximatively 4% of the cases the previous analysis
returns a null CNO rate and, as an effect of the existing correlation, very high
rate of 210Bi.

Assuming a nominal statistics of 1500 days, the situation changes quite dras-
tically as both the fit methods are not able to resolve the above mentioned
interplay among the ν(CNO), ν(pep) and 210Bi rates. When using close start-
ing values for the fit parameters, the two methods give the same results as in
the previous comparison. When setting the starting values far from the actual
injected rate the standard fit appears to be more prone to converge to a local
minimum, showing an excess of instances where the CNO rate rails to zero
with respect to the bx-stats results. The better stability of bx-stats can be
explained by the absence of numerical approximations that were introduced
in the previous fit in order to have a common interface for both the Monte
Carlo and the Analytical fit method.
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Figure 3.1: Correlation between the best estimate obtained using the standard fit tool
and bx-stats on the same datasets generated assuming a large sample imitating a
≈ 400 years long data taking and setting close (top) and far (bottom) starting values
for the fit parameters. In the top left corner of each panel the correlation coefficient
is reported.

simultaneous fit of n-dimensional datasets One of the most
interesting features of bx-stats is the fact that for each spectral component
it can handle multi-dimensional PDF with an arbitrary number of dimensions.
The fact that bx-stats performs the multivariate fit using n-dimensional
histograms and PDFs does not allow a direct comparison with the existing
fitter that uses an approximated likelihood. Nonetheless, the closest possible
configuration for the two methods was reproduced in order to study the impact
of such an approximation.

In the previous multivariate fit approach only two radial distributions are
considered: one for the uniform “bulk” components and one for the external
background. Neutrino events, as well as cosmogenic and intrinsic contamina-
tion2 backgrounds are uniformly distributed in the volume, and their reference
PDF was built using a toy-MC technique sampling events inside the pep fidu-
cial volume without assuming any energy dependence. The same method
could not be applied to the external background since the spatial distribution
of external γ interactions cannot be easily modelled and therefore had to be

2 This is not the case for 210Po contamination, as it will be shown in Chap. 7. However 210Po
events are out of the region where the contribution of external background is relevant, and
therefore they are excluded from the radial analysis.
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Figure 3.2: Correlation between the maximum likelihood estimator obtained using the
standard fit tool and bx-stats on the same datasets generated assuming an nominal
exposure of 1500 days of data taking and setting close (top) and far (bottom) starting
values for the fit parameters. In the top left corner of each panel the correlation
coefficient is reported.

built using a Monte Carlo simulation; for the purpose of this test the radial
distribution of 208Tl was assumed for all the external background components
since this was the component for which the largest Monte Carlo production
was available. To make a fair comparison between the two fit methods, the
multivariate PDFs used by bx-stats were modified to impose the same ra-
dial distribution to all the bulk components removing any dependence on the
deposited energy, and the same was done for external background PDFs.

The radial fit was performed between 500 and 900 Nh with both the fitters,
while the complementary fit on the 11C sub./tag. energy spectra was performed
with the same settings used in the previous tests.

The scatter plot in fig. 3.3 shows that the results obtained by the previous
fit and bx-stats are compatible for each realization even for the external
background component, despite the fact that they are treated in a different
way in the two analysis methods.

The comparison between the results of the previous fit and bx-stats was
a crucial point in the validation of the latter. No relevant discrepancies were
found in the tests presented in the previous sections that covered every possible
configuration of the fit procedure.
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Figure 3.3: Correlation between the best estimate obtained by the previous fitting tool
and bx-stats when performing a multivariate analysis considering the energy and
radial distributions on the same MC-generated datasets. The datasets were created
assuming a live time of 1500 days and setting the starting value of the fit parameters
close to the actual injected rate.

The new fitting tool then reproduces the results provided by the standard
fit, but also brings some significant advantages:

• Increased stability: Thanks to the fewer numerical approximations, bx-stats
is more stable with respect to the previous fit, converging to the global
minimum even with far starting values.

• Speed: The common interface of the analytical and Monte Carlo fit in
the previous fitting tool requires many numerical conversions. On the
contrary, bx-stats directly implements the histogram fitting, resulting
much faster than the previous fit. The time needed for a simultaneous fit
is reduced from a few minutes to approximatively one second and from
more than two hours to a few minutes for the multivariate fit (in energy
and radius). A test shows that the net improvement per call is close
to a factor 40 (fig. 3.4). This improvement in the performance opened
the way to a number of studies that have never been considered because
of the unsustainable required computational time, including a detailed
evaluation of the systematic uncertainties.

• Flexible and multivariate: thanks to an accessible interface, bx-stats
makes it easier to perform a combined analysis on multiple datasets,
and the full multivariate design allows to flexibly add new variables for
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a multivariate fit without concerns about the unusual approach used in
the previous multivariate analysis.
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Figure 3.4: Average time per call for bx-stats and for the Standard fit. This result
was obtained generating 500 pseudo-datasets and fitting them with both the meth-
ods, setting for both of them a maximum number of calls too small to reach the
convergence.

3.3 multivariate pdfs production

The PDF for each of the components considered in the fit model are produced
using a comprehensive simulation of the Borexino detector following the same
approach used in [114] and summarized in this section. The procedure adopted
for the production of most of the components of the fit model is described in
Sec. 3.3.1. Some components require a dedicated treatment: the simulation
of the external background and other non uniform components is discussed
in Sec. 3.3.2, while the production of the abundant low–energy 14C and the
connected pile-up events are presented in Sec. 3.3.3. The modelling of the pulse
shape parameter, motivated by the increased dimensionality of the PDFs, is
discussed in Sec. 3.3.4.

3.3.1 Standard spectral components

The PDF of any spectral components with energy higher than the 14C and uni-
formly distributed inside the detector are produced according to the following
procedure.

The decay of background isotopes and the interactions of neutrinos in the
scintillator are simulated with Monte Carlo methods which cover also the
propagation of the scintillation photons and reproduce the full electronics and
reconstruction chain as described in Sec. 3.1.

To take into account the trigger and software reconstruction efficiency of
each component, the PDFs are normalized using the ratio between the num-
ber of reconstructed events and the total number of events simulated in the
considered fiducial volume.



60 tools and procedures for a multivariate fit

3.3.2 Non uniform components

The background due to γ-rays produced by the decays of 40K, 214Bi and 208Tl
in the PMTs and in the stainless steel sphere has a radial dependence since
the γ-rays flux is attenuated exponentially as a function of the distance from
the production site. These isotopes are generated at their production site
outside the inner vessel and propagated to the fiducial volume applying an
importance sampling algorithm to improve the computational efficiency of the
simulation [114, 126]. A Monte Carlo simulation of the γ interaction allows to
take into account the energy dependence of the cross section, that results in a
different radial profile for the different components of the external background
(Fig. 3.5).
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Figure 3.5: Radial distribution of external background events generated with a Monte
Carlo simulation.

Another background component that is not uniformly distributed in the
detector is 210Po. As it was described in Sec. 2.6.4.1 α events are identified
with very high efficiency using a pulse shape discrimination method based on
the output of a MLP algorithm. In this way it was noted already in 2013
that the concentration of 210Po is not constant in the detector volume, but
has strong local non-uniformities that evolve with time. This behaviour will
be discussed in Chap. 7. The position inside the detector affects the energy
response function and for this reason 210Po was simulated reproducing the
actual distribution of the events in space and time [114].

3.3.3 Low energy components

The Carbon-14 present in the liquid scintillator, with its endpoint at 156 keV,
is the most relevant background for the measurement of the pp neutrino rate.
The low energy deposited in the scintillator by these events impacts on the
accuracy of the position reconstruction algorithm as only a few hundreds scin-
tillation photons are emitted. To correctly model the 14C events reconstruc-
tion in the analysis volume, decays in the whole scintillator volume must be
generated.
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It is by far the largest radioactive contamination of the scintillator, being
its rate independently evaluated to be 40± 1 Bq/100 t [86]; the huge 14C rate
makes hard to simulate even a fraction of the actual number of events accumu-
lated in over 4 years of data taking. The number of simulated events is indeed
only ≈ 1/15 of the one in the data [114], thus introducing in the PDF statisti-
cal fluctuations much larger than the ones present in the data. In the previous
MC fit strategy this issue was taken into account by artificially increasing the
uncertainty of the data to make it compatible with the one of the MC PDFs
for those bins in which the MC PDFs were underpopulated, suppressing the
impact of this part of the spectrum in the total likelihood [114].

In this thesis a different approach was adopted: with the assistance of Xue-
Feng Ding, the 14C spectral shape was taken from a fit of the 14C spectrum
with an analytical model using an independent dataset from the one of neu-
trino analysis. The 14C spectrum was obtained selecting those events that
happened in the 16 µs that followed a trigger started by a previous event.
These “second-cluster” events are not affected by the energy threshold needed
to trigger the acquisition and therefore allow to reconstruct a wider portion
of the 14C spectrum (Fig. 3.6a). The spectrum was fitted using the analytical
approach introduced in Sec. 3.1 and the resulting shape was used in place of
the MC generated events to build the 14C PDF. A comparison of the relevant
high-energy tail of 14C described by the low-population original MC PDF and
the one arising from this “hybrid” approach is shown in Fig. 3.6b.
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Figure 3.6: (a) Comparison of the spectrum obtained with self-triggering events
(black) and by selecting events happening within 16 µs (red). Figure from [86]. (b)
Comparison between the low-populated MC 14C PDF and the one obtained from the
fit of second-cluster events with an analytical model of the detector response.

The rate of 14C is indeed so high that it is possible that a 14C event can
happen during the formation of the signal of a previous event, so close in
time that the two events cannot be reconstructed separately. The random
coincidences of multiple events in the detector, here referred to as pile-up,
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strongly affects the low energy part of the spectrum whose understanding is
crucial for the determination of the pp neutrino rate.

The pile-up energy distribution was studied in detail in [86] where two main
strategies were adopted: in the first the PDF of each spectral component was
convolved with the spectrum of random triggers events, while in the second
the so called “synthetic” pile-up spectrum was built by artificially overlapping
hits recorded after the end of a trigger window to the ones at the start of the
cluster starting time.

More recently, after major improvements of the Monte Carlo simulation,
it became possible to simulate also the pile-up spectrum. As described in
[114, 126], pile-up components are produced generating two events correlated
in time and then processed as standard events simulating the electronic chain
and using the same reconstruction algorithm used for data. This procedure has
the benefit to reproduce the physical process generating the pile-up, including
those cases where none of the two events could trigger the detector individually
and that are not reproduced by the synthetic method [126]. The components
identified as relevant for pile-up were [126]:

• 14C coincidences with degraded γ-rays

• 14C–14C coincidences

• 210Po coincidences with degraded γ-rays

where degraded γ-rays here refer to those photons produced by decays in the
PMTs and in the supporting structure that, conversely to those described in
the previous section, already lost most of their energy in the buffer via Comp-
ton scattering and reach the FV with an energy below the trigger threshold.

Their relative weights were obtained by fitting the synthetic pile-up spec-
trum and their contribution to the total pile-up PDF is shown in Fig. 3.7.
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Figure 3.7: Monte Carlo PDF of random coincidence events, with the different con-
tributions highlighted.



3.3 multivariate pdfs production 63

3.3.4 Pulse Shape Parameter modelling

The increased dimensionality of the PDFs introduced in this fit method has
the effect to reduce the number of entries per bin. For a limited number of
simulated events, the uncertainty due to statistical fluctuations in the PDFs
becomes relevant. Since additional Monte Carlo simulations would have been
unpractical, in order to reduce the complexity of the statistical treatment
[129–131] the pulse shape variable is described using a heuristic model. This
decision was supported by the fact that, as discussed in Sec. 2.6.4.2, the pulse
shape variable does not show a strong energy dependence and that it was not
possible to test with adequate accuracy its dependence on the events position
without a dedicated calibration campaign.

The PDF of the pulse shape parameter was obtained fitting the distribution
of the pulse shape variable of simulated events in the 11C energy range with a
heuristic model: while the electron-like components show a distribution com-
patible with a Gaussian, eternal background is described with the convolution
of a Gaussian with an exponential,

fPS
γ (x) = 1

2 exp
{

1
2λ · (2µ+ λσ2 − 2x)

}
· erfc

[
µ+ λσ2 − x√

2σ

]
(3.9)

and the same model is used to model the pulse shape distribution for positrons,
with the addition of second Gaussian to take into account the “bump” at
LPS ≈ 5.2

fPS
e+ (x) = (1− ε) · 1

2 exp
{

1
2λ · (2µ+ λσ2 − 2x)

}
· erfc

[
µ+ λσ2 − x√

2σ

]
+

+
{

0 for x < µ− σ
Gauss(x, µ2, σ2) for x ≥ µ− σ

(3.10)

The distributions of the pulse shape parameter in the energy range of interest
for 11C are shown in Fig. 3.8a with their analytic model. The Monte Carlo
simulation reproduces with sufficient accuracy the shape of the distribution.
The distribution of the pulse shape variable obtained from a subset of 11C
events was compared to the one obtain from MC generated events and a small
shift was compensated in the model. The comparison between the pulse shape
distribution of real 11C events and the one described by the heuristic model is
shown in Fig. 3.8b.

To reproduce the model in a MV PDF the procedure was the following:
let’s indicate the content of the i-th energy, j-th radial and k-th pulse shape
bin as nijk. First the total number of entries for a given energy–radius bin is
computed

Nij =
∑
k

nijk (3.11)
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Figure 3.8: (a) Distribution of the pulse shape parameter in the 11C energy range for
positrons, electrons and external background in the pep FV obtained with a Monte
Carlo simulation. The different scaling is set to better appreciate differences in the
distributions. (b) Comparison between the LPR distribution for a subset of 11C
events and the model derived from the MC distribution and corrected for a small
shift observed.

then the bin content of the new “hybrid” PDF is defined as

ñijk = Nij ·
∫

∆k

fPS(x)dx (3.12)

where fPS(x) is the analytical PDF of the pulse shape variable and the integral
is performed over the k-th bin. This method damps significantly the statistical
fluctuations since in each bin the relative statistical uncertainty is not related
to the number of entries in that bin but is

√
Nij/Nij .

3.4 binning optimization

The local event rate in Borexino varies significantly throughout the energy
spectrum, going from ≈ 0.1 ev /day/100 t/Nh in the region of ν(pp) to ≈ 0.005
ev /day/100 t/Nh at the energy of interest for the search of the ν(pep)/ν(CNO)
signal.

Similarly the events radial distribution grows as r3 for uniformly distributed
events, further increasing the inequality in the datasets bin content. The bin-
ning of the dataset was therefore optimized with the purpose of reducing statis-
tical fluctuations providing only physical information to the analysis and miti-
gating the difference in the bin content between the highly- and low-populated
bins in the process.

For what concerns the radial dimension, the natural choice was to adopt
as a spatial variable r3 in place or r. This option has the advantage of hav-
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ing approximatively the same number of entries per bin for bulk components
using a uniform binning. In addition, the outer bins —uniform in r3— gets
narrower with the increasing radius in the r variable, which is needed for an
efficient discrimination of the external background. From studies performed
on simulated datasets it emerged that even considering only five 5 m3-large
bins (Fig. 3.9) the precision in the determination of the external background
is already excellent and does not improve significantly when adding more bins.
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Figure 3.9: Distribution of r3 as reconstructed by the MC simulation for the external
background and a uniform component.

In the energy domain, for the Nh energy observables, the binning was chosen
according to the detector resolution. Point-like, monochromatic e− sources
were simulated in the detector and the reconstructed Nh distribution width
was studied (Fig. 3.10) as a function of Nh using a heuristic model of the form

σ(Nh) = a ·
√
Nh + b ·Nh (3.13)

Using Eq. (3.13) as a model of the energy resolution it is possible to derive a
new energy variable N ′h such that an increase of 1N ′h is equivalent to increasing
Nh by 1σ(Nh). This variable can be defined simply imposing

dN ′h
1 = dNh

σ(Nh) (3.14)

which results in
N ′h = 2

b
log

(
1 + b

a

√
Nh

)
(3.15)

Adopting the transformed variable N ′h uniformly binned is equivalent to use
variable-size bins that scales as the resolution of the detector.

To be sure not to lose any detail of the spectral information and in order
to have at least four bins in which the ν(pp) contribution dominates, the bin
width in the energy domain was set to ∆ = 1

4N
′
h, corresponding to 1

4σ, but
the accuracy in the parameter reconstruction in the part of the spectrum with
Nh > 120 is unaltered if 1

2σ bins are considered.
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Figure 3.10: Width of the Nh distribution for point-like, monochromatic e− sources
simulated at x = 2 m at different energies. The trend is fitted with the model in
Eq. 3.13.

The N ′h energy variable is adopted in most of the results presented in this
thesis. However, to allow an easier comparison with previous Borexino results
the Nh energy observable will be quoted. Similarly, energy spectra will be
shown using the equivalent variable-size bins in theNh in place of the uniformly
binned N ′h variable.

As a byproduct of the binning optimization the total number of bins was
significantly reduced, contributing to further improve the computational per-
formance of the analysis.

3.5 fit configuration

The configuration of the fit model that it is used to fit the data is slightly
more complex than the one that has been used to benchmark the fit tool in
Sec. 3.2.2. In addition to the components listed in Tab. 3.2, the background
due to 14C and random coincidences introduced in Sec. 3.3.3 are considered in
the fit model.

The rate of most of the components is kept correlated in both the TFC-
subtracted and -tagged datasets, but there are however some exceptions. The
first, natural, case is 11C for the reason that the TFC algorithm is implemented
with the specific goal of suppressing its contribution in the TFC-subtracted
spectrum. Similarly 10C and 6He, both of cosmogenic origin, are considered
only in the TFC-tagged dataset since a time fit of events after muons shows
that their contribution after the TFC cut is negligible.

Another component which has different rate in the two datasets is 210Po.
This is due to the fact that at the beginning of Phase II the data taking was
unstable, with the TFC algorithm vetoing the entire detector for some hours
after every run interruption (see Sec. 2.6.3). During the same period of time
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the 210Po contamination was higher in the detector, and as the concentration
of 210Po decreased due to natural decay, the duty cycle of the experiment
sensibly improved, leaving a slightly higher content of 210Po events in the
TFC-tagged dataset, while all the other component –being their rate constant
in time— are not affected by the variation trend of the duty cycle.

Neutrinos from 8B are not considered in the fit since their rate in the 0.2–
2.9 MeV energy range is of the order of 0.5 cpd/100 t and therefore negligible
compared to other backgrounds.

3.6 conclusions

The tools and procedures for a multivariate analysis of Borexino data were
developed, benchmarked and optimized. The analysis presented in this chap-
ter exploits the events energy, position and their pulse shape to constrain the
solar neutrino signals and their backgrounds. The limitations of the previ-
ous multivariate analysis method have been overcome implementing the fit of
multidimensional histograms which results in a more stable, fast and accurate
fitting strategy.

The PDFs for signal and background components are created using large
ensembles of simulated data. In order to reduce the statistical uncertainty
associated to the PDFs caused by the finite number of simulated events, the
distribution of the pulse shape variable was decoupled from the energy and
position observables and described by a heuristic model.

The binning of the PDFs was optimized with the goal of reducing the impact
of statistical fluctuations in the data while not losing any physical information.
For this reason the third power of the radial coordinate was chosen as spatial
variable. Similarly, a transformed energy observable derived from the number
of reconstructed hits was introduced to reproduce a variable size binning scal-
ing with energy proportionally to the standard deviation of the Nh estimator.





C H A P T E R 4
S E N S I T I V I T Y T O L OW E N E RG Y S O L A R N E U T R I N O S

This Chapter presents the sensitivity of the analysis method to the solar neu-
trino signal. A qualitative discussion of the main signatures of solar neutrinos
in the Borexino data is presented in Sec. 4.1. Section 4.2 shows how similarities
in the events distributions of some fit components generates correlations among
the reconstructed rates. The parameters correlations affect the potential of
the analysis for some components whose determination relies on additional
information included in the analysis in the form of external constraints. The
analysis sensitivity is presented in Sec. 4.3 reporting the expected statistical
uncertainty of the reconstructed solar neutrino rates, while systematic uncer-
tainties due to the fit model are discussed in Sec. 4.4. Finally, in Sec. 4.5 the
study of systematics is used to determine the fit range which minimizes the
overall uncertainty on the neutrino rate.

4.1 signatures of solar neutrinos in borexino data

The interaction of solar neutrinos in the detector produces a specific signal
in the data that allows to separate it from the background. In Sec. 4.1.1 the
main features of the solar neutrino energy spectrum that are exploited by the
analysis are presented. A MV analysis like the one described in the previous
Chapter results sensitive to some second order effects in the data that were
never considered previously. In particular, Sec. 4.1.2 describes the spatial
dependence of the energy response whose precise modelling is one of the most
important advantages brought by a MV analysis.

4.1.1 Features of the solar neutrino signal in the energy spectrum

The spectrum of neutrinos produced by the nuclear processes in the Sun core
covers a wide energy range extending up to 18 MeV. The overwhelming major-
ity of neutrinos, however, are emitted with an energy lower than 1.5 MeV. The
interaction of these low-energy neutrinos with electrons in the active volume of
the detector causes the electrons recoil that is eventually detected. The energy
spectrum of recoiling electrons is continuous even for mono-energetic neutrinos
sources such as 7Be decays. The reconstructed energy distribution depends
on the energy distribution of the incoming neutrinos and the contributions of

69
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different sources can be extracted by fitting the energy spectrum. This task
is particularly challenging because of radioactive contaminations in the liquid
scintillator which create a background that mimics the neutrino signal.

The expected spectrum of Borexino for a 4 year exposure, assuming the
solar neutrino rates predicted by the Standard Solar Model and a preliminary
estimation of background levels, is shown in Fig. 4.1 after removing part of
the 11C events thanks to the TFC cut.
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Figure 4.1: Expected energy spectrum after the TFC cut which removes most of 11C
events. Solar neutrino components are highlighted with bold red lines.

The very low-energy contribution of pp neutrinos (endpoint of 261 keV) is
relevant only in a very narrow energy window right above the 14C endpoint.
The region of the spectrum where the analysis is sensitive to the pp neutrino
signal can also be observed in Fig. 4.2, where the expected ratio between the
signal and background fluctuations is shown. The contribution of 14C–14C pile-
up gives a signal extremely similar to the one of pp neutrinos and therefore it
is crucial to study it carefully.

Mono-energetic 7Be neutrinos are the dominant component of the Borex-
ino spectrum between 300 and 700 keV. Beryllium-7 decays via electron cap-
ture to the ground state of 7Li with a branching ratio of 89.56%, emitting a
mono-energetic neutrino of 862 keV. In the remaining 10.44% of the cases it
decays to the first excited state of 7Li generating a mono-energetic 384 keV
neutrino followed by a 478 keV γ-ray due to the de-excitation to the ground
state. Mono-energetic neutrinos generate to an electron recoil spectrum with
a characteristic kink that is visible in Fig. 4.1 at 665 keV.

At higher energies, the solar neutrino signal is due to CNO and pep neutrinos.
These two components are the weakest species of the solar neutrino spectrum
that can be detected in such analysis. Together with 210Bi, they dominate the
energy spectrum between the ν(7Be) shoulder and the residual 11C. External
background dominates the higher energy part of the spectrum, affecting also
part of the region of interest for pep and CNO neutrinos.
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Figure 4.2: Signal strength of low energy fit components, computed as the ratio be-
tween the expected signal and overall background fluctuations assuming an exposure
of ≈ 4 years.

The radial distribution plays an important role to distinguish among ex-
ternal background and uniform components: Fig. 4.3 represents the expected
signal strength, defined as in Fig. 4.2 but in the energy–radius space. By
looking at the figure it is therefore possible to identify the most important
regions for the reconstruction of a given component, such as the distinctive
radial pattern of the external background. Also the 11C signal strength shows
a peculiar structure in the energy–radius space due to the spatial dependence
of the energy response that is exploited by the new multivariate approach.

4.1.2 Spatial dependence of the energy response

As mentioned before, one of the main advantages of a multivariate fit is that
it takes into account the correlations among the variables used in the analysis.

For instance, Fig. 4.4 shows the reconstructed hits (Nh) and the charge en-
ergy observables (Np.e.) as a function of the true energy for point-like, mono-
energetic electrons simulated on the detector equatorial plane at different dis-
tances from the detector centre. The Nh observable exhibits a strong non-
linearity in the energy response that depends on the radial position and gets
more pronounced at large radii. The Np.e. variable instead appears to have
a better linearity, but events generated far from the centre are reconstructed
at higher Np.e. with respect to those simulated in the innermost part. This is
due to the specific definition of the energy observable: if two or more photons
originating from the same event are detected by one PMT in a very short time
window, they will be reconstructed as a single hit; on the other hand, the
integrated charge collected by the PMTs in case of multiple hits yields a larger
signal that accounts for the real number of photoelectrons.

The spatial dependence of the energy response is mostly due to geometrical
effects: the probability of multiple hits on the same PMT depends on the solid
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Figure 4.3: Expected signal strength of some of the components of the Borexino
spectrum as a function of energy and radius. The signal strength is defined as the
ratio between the expected signal and the fluctuations of the background.

angle covered by the PMTs while the number of absorbed photons depends
on the distance between the interaction point and the PMTs. For this reason,
events with the same energy are reconstructed with different Nh/Np.e. depend-
ing on their position inside the detector. Figures 4.4a, 4.4c shows that for the
typical radii considered in the analysis (r < 3.1 m in fiducial volume cuts) the
impact on the Nh variable is stronger at high energy, while it is less relevant
for E . 0.8 MeV.

The “compression” of the energy scale observed at large radii in the Nh

observable shifts the 11C peak (Fig. 4.5a) affecting its radial distribution as
well. Figure 4.5b shows the radial distribution of real events due to 11C selected
with a strict TFC cut compared with a sample of simulated events (that include
the effect of Nh saturation) and with the distribution expected assuming a
uniform sampling in the selected fiducial volume.

A correct modelling of the spatial dependence of the energy response is a
fundamental ingredient for a multivariate analysis and the Monte Carlo simula-
tion is expected to reproduce correctly these effects [126, 128]. If the influence
of the interaction position on the energy response is not considered, the rates
reconstructed by the analysis will be biased. Figure 4.6 shows the distribution
of the reconstructed parameters obtained analysing an ensemble of pseudo–
experiments. The datasets were generated including the spatial dependence
of the detector response in Nh and then fitted considering the correct model
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Figure 4.4: Reconstructed energy as a function of the position for point-like monochro-
matic e− sources: Figures (a), (b) shows Nh and Np.e. respectively as a function of
the true energy, while the reconstructed energy at different radii for a given simulated
energy is shown in (c), (d).

of the energy response and a simplified one where all the external background
sources had the 208Tl radial distribution while the bulk components radial
distribution was obtained with a toy-MC sampling uniformly the pep FV.

4.2 parameter correlations and external constraints

The features of the spectral shapes helping the fit that has been described in
the previous section gives a qualitative hint of what components are within
reach of the analysis. In particular, similarities in the events distributions
of different fit components introduce correlations in the analysis that can be
observed in the distribution of the reconstructed rates from an ensemble of
pseudo-experiments. Such correlations reduces the sensitivity of the analy-
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Figure 4.5: Effect of the position dependence of the energy response on 11C. (a) 11C
obtained from a MC simulation at different radii within the pep FV. (b) Comparison
between the radial distribution of of a clean data sample of 11C events selected with
a strict TFC cut and the predictions from a simulation for two different energy range.
The expected distribution assuming no spatial effect on the energy reconstruction is
also shown for reference.

sis and require independent estimates of the background rate which act like
external constraints and break the above mentioned correlations.

Similarly to what was done for the validation of the fit procedure described
in Sec. 3.2, thousands of pseudo-datasets have been generated assuming certain
rates of the fit components and the exposure of the real dataset. These Monte
Carlo generated datasets are analysed as real data and the distributions of the
reconstructed rates, when the Wilck’s theorem is valid, are Gaussian centred
on the injected value and with the σ equal to the statistical uncertainty. Thus
σ becomes increasingly large if the fit is not sensitive to a parameter.

Figure 4.7 shows the distributions of the reconstructed rates of some of
the fit components (red histograms) as well as their correlations for 104 si-
multaneous multivariate fit of TFC-subctracted/tagged pseudo-datasets. A
correlation is present between the reconstructed ν(CNO) rate and the one of
ν(pep) and 210Bi. This effect is due to the similarity between the energy dis-
tribution of CNO neutrino events and the 210Bi β decay spectrum (Fig. 4.1),
combined to the fact that ν(CNO), ν(pep) and 210Bi components are effectively
reconstructed based on the data in the same regions of the energy spectrum
(Fig. 4.3). The analysis cannot resolve individually the single contributions
but it is sensitive to the sum of the three components. The sensitivity to
the CNO neutrino rate is indeed so low that the fit results can reach up to
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Figure 4.6: Distribution of the best estimate obtained from pseudo-experiments in-
cluding the position dependence of the energy response in the generation of the dataset.
Pseudo-data are fitted using two sets of PDFs that do and do not take into account
this effect.

20 cpd/100 t when a rate of 4.91cpd/100 t is injected, with a non negligible
fraction of the realization in which the best estimate of the CNO rate is zero.
The physical boundary (the rate of CNO neutrinos cannot be negative) breaks
the Wilck’s theorem, making the distribution of the CNO reconstructed rate
not Gaussian. This effect is propagated via the correlations in the fit to the
210Bi and ν(pep) rate, deforming the best estimate distributions.

It is worth to notice that also the low energy part of the spectrum impacts
on the 210Bi reconstruction. Indeed in the narrow energy range between the
14C dominated region and the 210Po peak it is possible to see from Fig. 4.3
that 210Bi accounts for a non negligible part of the signal. In the same region
85Kr is present, and since there is no clear spectral feature to disentangle the
two components a negative correlation appears and propagates to ν(pep) and
ν(CNO).

The correlation between ν(CNO), ν(pep) and 210Bi can be broken by con-
straining one of the parameters involved. In principle the best option would
be to obtain an independent measurement of the 210Bi background rate to
improve the analysis sensitivity to the pep and CNO neutrinos: this is indeed
crucial for the search of CNO neutrinos as it will be extensively described in
Chap. 6, but at present such a constraint is not available.

The expectations from the Standard Solar Models can however be used to
constrain the rate of CNO neutrinos. In the SSM, the CNO flux is predicted
with an accuracy of ≈ 10%, but the central value depends significantly on the
set of spectroscopic measurements used to evaluate the heavy elements abun-
dance in the Sun (Sec. 1.2.3). The CNO rate has been constrained using both
the prediction of the High and Low Metallicity Standard Solar Model applying
a multiplicative Gauss penalty to the likelihood as indicated in Sec. 3.2. The
parameter correlations for the CNO rate constrained to the High-Metallicity
prediction are shown in Fig. 4.8. The ν(pep) and 210Bi reconstructed rates are
now described by Gauss distributions.
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Figure 4.7: Distribution of the best estimate obtained from ≈ 2× 104 pseudo–
datasets.

At low energy, also the measurement of the pp neutrino rate is strongly af-
fected by the background due to 14C and multiple events coincidences (pile-up,
see Sec. 3.3.3). In particular, the similarity between the pile-up and pp neu-
trino events energy distribution in the region of the spectrum where both are
relevant (Fig. 4.1,4.2) makes it crucial to measure independently the 14C and
pile-up background rate and to constrain them in the analysis. The rate of 14C
contaminating the liquid scintillator was determined in [86] by fitting the “sec-
ond cluster” events spectrum (see Sec. 3.3.3), finding a rate of 40± 1 Bq/100 t.
With this information, it is then possible to compute the rate of 14C–14C events
coincidences considering the mean duration of a cluster. The relative weight
of the components of the overall pile-up PDF are fixed [126] and their rate is
scaled accordingly, yielding a total pile-up rate of 8.458± 0.081 Bq/100 t.
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Figure 4.8: Main figure Distribution of the reconstructed rates from 104 pseudo–
datasets when the ν(CNO) rate is constrained to the value predicted by the HZ
Standard Solar Model. Top right box Distribution of the ν(CNO), ν(pep) and 210Bi
rate obtained constraining the ratio between the pep and pp neutrino rates.

Figure 4.8 shows that the best estimate of pp neutrinos rate is affected by
the 85Kr reconstructed rate. Indeed, with the background due to 14C and
pile-up already constrained in the analysis, a change in the number of events
due to 85Kr in the pp region induces an opposite variation in the number of
ν(pp) events that results in the anti-correlation of the reconstructed rates.

The possibility to measure with relatively good accuracy the rate of pp
neutrinos makes it possible to improve the sensitivity to CNO neutrinos. In
the same way a constraint on the CNO rate enhances the sensitivity to pep
neutrinos, an indirect evaluation of the pep neutrino rate can be used to obtain
a better sensitivity for CNO neutrinos, mitigating the effect of the correlation
shown in Fig. 4.7 even if the 210Bi rate is left free in the analysis. To obtain an
independent estimation of the pep rate it is possible to exploit the relationship
between the pp and pep neutrino fluxes. The nuclear processes originating
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the pp and pep neutrinos (see Sec. 1.2.2.1) are close relatives and take place
almost in the same region of the Sun core. As it will be explained in Sec. 6.3.1,
these facts make the ratio between the fluxes of pp and pep neutrinos basically
independent from the SSM parameters and accurately determined only by
nuclear physics. It is then possible to constrain the ratio between the rate
of pp and pep neutrinos as done in [132]: using this link, the accuracy in the
determination of the pp neutrino rate is propagated to the pep rate, bringing
a substantial improvement to the sensitivity to the CNO signal as it is clearly
visible from the comparison of the top right box in Fig. 4.8 with Fig. 4.7.

4.3 sensitivity to low energy neutrinos

The expected statistical uncertainty on the maximum likelihood estimators is
obtained from the distribution of the reconstructed rates shown in Fig. 4.8.

The independent determination of the rate of 14C, events coincidences (pile-
up) and CNO neutrinos described in the previous section are crucial to break
the correlations in the analysis. Constraining these backgrounds, the fit is sen-
sitive to the rates of all the components. As a consequence, the reconstructed
rates from the fit of pseudo–datasets are distributed according to a Gauss
function, which proves that the Wilck’s theorem holds and thus allows to
consider the standard deviation of the distribution as the expected statistical
uncertainty.

The results of this study are summarized in Tab. 4.1. The statistical uncer-
tainty on the pp neutrino rate is at the level of 9.5% (12.7 cpd/100, t). The
expected accuracy on the 7Be neutrino interaction rate reaches a remarkable
2.4% level (1.13 cpd/100 t), the most precise ever achieved. The pep neutrino
rate, once the CNO is constrained to the predictions of the HZ SSMs [34], is
expected to be measured with a 12.9% precision (0.36 cpd/100 t). Finally, the
sensitivity to CNO neutrinos can be improved constraining the ratio between
the rate of pp and pep neutrinos at 47.7± 0.8 [119], as predicted by the SSM
[34, 132]. Exploiting this link, the 9.5% accuracy on the pp rate is propagated
to pep neutrinos acting as an effective constraint. The degeneracy between
the CNO events energy distribution and the 210Bi β-decay spectrum limits
the accuracy on the CNO neutrino rate to 51.5% (2.53 cpd/100 t) assuming
the flux predicted by the HZ SSM. Further improvement requires an indepen-
dent assessment of the 210Bi background rate that would break the correlation
with the CNO reconstructed rate as discussed in Chap. 6.

4.4 fit model systematic uncertainties

The evaluation of the systematic uncertainties of the fit model is performed by
fitting ensembles of pseudo-data generated from a family of models reflecting
the uncertainties on the response function and fit model parameters. For each
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pseudo-data a model is constructed by randomizing the parameters of the
response function within their uncertainties determined from calibration data.

In this study, performed together with my colleague Ding XueFeng [93], four
different effects were considered: an uncertainty in the modelling of the Nh

non-linearity, the presence of a dependence in the detector response along the
vertical axis, a wrong modelling of the PS variable and finally a theoretical
uncertainty on the exact shape of the 210Bi β-decay spectrum.

Uncertainty in the non-linearity of the Nh response function can be due
to small imprecisions in the tuning of the quenching parameters in the MC
simulation as well as to other optical properties like the re-emission efficiency
of ultraviolet photons. To generate pseudo-data with a different non-linearity,
events are sampled from simulated data that were obtained using the nominal
values of the response parameters and Nh is converted into the Np.e. observ-
able. A randomized linear distortion is then applied and the distorted Np.e. is
converted back to Nh and used to generate the pseudo-dataset.

The possible variation of the scintillator properties along the vertical co-
ordinate is considered after observing some small discrepancies in the 210Po
peak position between the data and the simulation. Similarly to the non-
linearity case, events were sampled from a set of data simulated according to
the nominal response function model; the Nh variable is converted to Np.e.

and distorted using a randomized linear model before being converted back in
Nh and used to build a pseudo-dataset with a randomized response variation
along the vertical direction.

Uncertainties in the modelling in the pulse shape parameter used to enhance
the discrimination of electron–positron events (Sec. 3.3.4) were also considered
as a possible source of systematics. The pseudo-datasets were generated vary-
ing the parameters of the pulse shape PDF (Eqs. 3.9, 3.10) according to the
uncertainties returned by the fit on the MC sample used to derive them, with
the exception of the µ parameter in Eq. (3.10) for which the uncertainty re-
turned by the fit on a selected sample of 11C β+ events was used instead.

The theoretical uncertainty on the spectral shape of 210Bi is due to the
fact that the β decay to 210Po is a first forbidden non-unique transition and
therefore it cannot be modelled with standard nuclear physics. The reference
spectrum is taken from the measurement performed by Daniel in [133]1, and
possible inaccuracies in the measurements are accounted by applying a linear
distortion to the 210Bi that is injected in the pseudo-dataset.

Figure 4.9 shows the distribution of the reconstructed rates obtained fitting
pseudo-datasets generated randomizing the nominal values of the model and
using the standard PDFs to perform the analysis. The reference distribution
obtained from an ensemble of pseudo-data where the nominal model parame-
ters were used (and therefore accounting only for the statistical uncertainties)
is shown as a dotted histogram for comparison. The overall impact of the

1 The collaboration is undergoing intense efforts to perform a new, more accurate measurement
of the 210Bi β− spectrum.
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systematics connected to the fit model, estimated from the broadening of the
distribution is reported in Tab. 4.1.
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Figure 4.9: Distribution of the reconstructed rates from 104 pseudo–experiments gen-
erated randomizing within an allowed interval some parameters of the model (see text
for explanation). The black dotted histograms show the fit best estimates when the
model parameters were fixed at the nominal value. In the main figure the ν(CNO)
rate was constrained to the value predicted by the HZ Standard Solar Model, while
in the top right box the ratio between the pep and pp neutrino rates was constrained.

4.5 fit range determination

The fit range has been chosen with the goal of minimizing the total uncertainty
of the measurement of pp neutrinos. Figure 4.10 shows the trend of the total
error on the pp neutrino rate as a function of the lower edge of the fit range; the
statistical error grows with energy because limiting the spectral information
results in larger uncertainties on the pp background (leaving 14C and pile-up
rate to be determined by the external constraints with the respective accu-
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Injected rate Stat. uncertainty Model Systematics
(cpd/100 t) (cpd/100 t) (cpd/100 t)

ν(pp) 133.4 ±12.7(±9.5%) +13.14(+9.8%)
−9.68(−7.2%)

ν(7Be) 48.13 ±1.14(±2.4%) +0.12(+0.2%)
−0.47(−1.0%)

ν(pep) 2.80 ±0.36(±12.9%) +0.07(+2.4%)
−0.17(−6.0%)

ν(CNO)∗ 4.91 ±2.53(51.6%) +2.56(+52.2%)
−2.56(−52.2%)

210Bi 16.73 ±1.44(±8.2%) +0.66(+3.9%)
−0.37(−2.2%)

85Kr 6.41 ±1.32(±20.5%) +1.10(+17.1%)
−1.03(−16.1%)

11C sub 2.10 ±0.10(+4.7%) +0.04(+2.0%)
−0.03(−1.6%)

11C cmp 71.60 ±0.61(+0.9%) +0.23(+0.3%)
−0.06(−0.1%)

Ext. 40K 1.00 ±0.43(+44.4%) +0.01(+1.0%)
−0.00(−0.0%)

Ext. 214Bi 1.85 ±0.27(+14.5%) +0.10(+5.2%)
−0.05(−2.5%)

Ext. 208Tl 3.35 ±0.14(+4.2%) +0.03(+0.8%)
−0.04(−1.2%)

Table 4.1: Statistical sensitivity and systematic uncertainty for the neutrino and back-
ground signal in the analysis. The results are obtained from MC on MC experiments
where the CNO rate was constrained assuming the HZ SSM prediction, except for the
entry regarding the CNO neutrinos themselves (marked with “∗”) where the pep/pp
neutrino flux ratio was constrained instead.
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racy) and on the pp itself. On the other hand, a systematics uncertainty on
the energy scale may move part of the huge number of 14C events above or
below the fit range start. Since the 14C and the pile-up rate are constrained
by the independent measurement described in Sec. 4.2, the difference in the
number of counts is accounted by the pp rate and induces a non negligible
systematic uncertainty. The lower edge of the fit range minimizing the overall
uncertainties on the pp neutrino rate has been found to be 106Nh.

Figure 4.10: Total error on the pp rate determination as a function of the fit starting
point. The red band shows the statistical uncertainty, while the grey one includes
the systematic uncertainties. Finally the green band also includes systematics but
assuming a very pessimistic scenario in which larger variations of the response non-
linearity are allowed (courtesy of Ding X.F).

4.6 conclusions

The sensitivity to low-energy solar neutrinos of the analysis introduced in
Chap. 3 relies on specific features in the events distributions. External con-
straints based on independent measurement of the background as well as on
theoretical estimates are crucial to break some correlations in the fit and im-
prove the accuracy of the results.

The sensitivity to the low-energy solar neutrino rates has been studied fitting
a large ensemble of pseudo-datasets sampled from simulated data. Similarly,
systematic uncertainties have been estimated analysing an ensemble of psuedo-
datasets generated from a class of models where the parameters of the response
function were randomized within the uncertainties derived by calibration. The
overall accuracy on the pp and 7Be neutrino rate are 12.6% and 2.5%. The
expected uncertainty on the rate of neutrinos from the pep reaction when the
CNO neutrino rate is constrained according to the predictions of the SSM is
13.9%. On the other hand, when constraining the pep rate through the ratio
with the pp neutrino rate, the statistical uncertainty on the CNO neutrino rate
is of the order of 73.3% because of the degeneracy of the events distribution
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with the one expected from 210Bi. These estimation of the uncertainties, in
particular the one of 7Be neutrinos, shows that a substantial improvement
with respect to the previous Borexino results is within reach.





C H A P T E R 5
M E A S U R E M E N T O F S O L A R N E U T R I N O F L U X E S A N D
I M PAC T FO R S O L A R A N D N E U T R I N O P H Y S I C S

The analysis described in Chap. 3 and 4 have been applied on a dataset of
1291.51 days of data taking to perform the first simultaneous measurement of
pp, 7Be and pep neutrinos [119]. The analysis is summarized in Sec. 5.1 and
leads to the most accurate measurement of the low-energy solar neutrinos from
the pp chain, along with confirmation of the best upper limit on the interaction
rate of CNO neutrinos. These results together with the measurement of 8B
neutrinos presented in [134] make of Borexino the first experiment ever capable
of providing a comprehensive measurement of all the solar neutrinos emitted
throughout the entire pp chain [135] with the only exception of the weak hep
neutrino flux. Such a rich set of results has been used to test both fundamental
properties of neutrinos and the prediction of the SSMs as discussed in 5.2. On
the one hand, assuming the neutrino fluxes predicted by the Standard Solar
Model, the electron neutrino survival probability has been studied in a wide
energy range spanning from 200 keV (pp neutrinos) to 10 MeV (8B neutrinos),
and used to test the MSW-LMA solution of neutrino oscillation (Sec. 5.2.1).
On the other hand, assuming the current flavour oscillation framework it is
possible to infer from the measured interaction rate the initial neutrino fluxes,
that can in turn be used to test the SSM predictions (Sec. 5.2.2). In particular,
the measurement of the pp neutrinos is crucial to infer the luminosity of the
Sun in the neutrino channel and, combined with the determination of the 7Be
flux, it can also be used to compute the relative intensity of the two main
terminations of the pp chain. Finally, the measurements of the 7Be and 8B
neutrino fluxes have been used to perform an hypothesis test between the HZ
and LZ Standard Solar Model.

5.1 measurement of low-energy solar ν fluxes

5.1.1 Dataset and fit configuration

The analysis presented in this Chapter is based on data collected from Decem-
ber 14th 2011 to May 21st 2016, equivalent to a total livetime of 1291.5 days
(Fig. 5.1).
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Figure 5.1: Exposure collected by Borexino during Phase II.

Table 5.1: Details of the
MV analysis of Borexino
Phase II data.

Fiducial volume: pep FV
Exposure: 905.95 days/100 t
Variable: Nh, r3, PS-LPR
Range: 107 – 937 Nh
Range r3: 290 – 937 Nh
Range PS-LPR 409 – 645 Nh (TFC sub only)

The dataset used in this analysis has been selected using the cuts described
in Sec. 2.6.1 and the pep fiducial volume cut defined in Sec. 2.6.2 (mass 71.3 t),
yielding an overall exposure of 905.95 days/100 t, that is ≈ 60% larger than
the one collected during the Phase I.

As discussed in Chap. 3 and Chap. 4 the analysis is performed considering
the reconstructed number of hits Nh as energy observable, the cubic of the
distance from the detector centre r3 as spatial variable and the pulse shape
variable PS-LPR defined in Sec. 2.6.4.2. The energy range where the fit is
performed has been optimized as described in Sec. 4.5 and chosen to be 107–
937Nh. The spatial information is exploited only for reconstructed energy
larger than 290Nh to avoid the non-homogeneous 210Po (Sec. 3.5), while the
pulse shape variable is considered only in the 11C region between 409 and
645Nh. The settings of the multivariate analysis are summarized in Tab. 5.1.

The data are divided into two independent datasets according to the TFC
cut (Sec. 2.6.3) and the TFC-subtracted and -tagged datasets are fitted simul-
taneously considering in the fit model the components listed in Tab. 5.2. The
rates of most of the components are global parameters, i.e. they are kept cor-
related in both the TFC-subtracted and -tagged datasets, with the exception
of 210Po and the 11C, 10C and 6He cosmogenic background (see Sec. 3.5).

The rates of some of the fit components have been constrained in order to
break the correlations among the fit parameters as discussed in Sec. 4.2. The
rate of 14C and events pile-up has been constrained in all the fit configurations
to 40± 1 and 8.458± 0.081 Bq/100 t respectively on the basis of the indepen-
dent measurement of the 14C rate (Sec. 3.3.3). The rate of CNO neutrinos has
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Component Constraints Global PS type

Neutrino signal
ν(pp) Linked‡ Yes β−

ν(7Be) Free Yes β−

ν(pep) Linked‡ Yes β−

ν(CNO) Constrained† Yes β−

Background
14C Constrained Yes β−

Pileup Constrained Yes β−
85Kr Constrained∗ Yes β−
210Bi Free Yes β−
210Po Free No –
11C Free No β+
10C Free TFC-tag only β+
6He Free TFC-tag only β−

Ext. 40K Free Yes γ
Ext. 214Bi Free Yes γ
Ext. 208Tl Free Yes γ

Table 5.2: Summary of the fit model components. The constraints applied to the 14C
and pile-up rate are described in Sec. 4.3 as well as the one on the CNO neutrino
rate and on Φpp/Φpep that are applied alternatively when measuring the pep and the
CNO(‡) rate respectively. An independent constraint on the 85Kr rate (∗) is also
discussed in Sec. 5.1.2.2 and it has been used to evaluate possible systematics.
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been constrained to the values predicted by the HZ and LZ SSMs to break the
correlation with the pep neutrino rate.

5.1.2 Systematic uncertainties

Systematic uncertainties in the analysis can be roughly grouped in two main
divisions: the first are the correlated systematics that affect in the same way all
the fit parameters and are usually related to the exposure, while uncorrelated
systematics are connected to the fit model and have a different impact on the
various parameters of the analysis. The influence of these sources of uncertain-
ties are described in the following sections. In Sec. 5.1.2.1 the uncertainties
in the determination of the exposure are discussed, followed by uncertainties
related to the fit model, Sec. 5.1.2.2 discuss the impact of an independent
measurement of the 85Kr background rate on the fit results while systematics
related to the detector response model are presented in Sec. 5.1.2.3.

5.1.2.1 Exposure uncertainties

The uncertainties on the exposure arise both from the limited accuracy in the
determination of the live time and of the FV mass. The live time before the
TFC veto is computed as discussed in [136], where the total uncertainty was
estimated to be of the order of ≈ 0.05%. The evaluation of the exposure after
the TFC veto is less trivial and it is performed using a dedicated simulation.
The resulting uncertainty on the dead time is < 0.5% and impacts only on
the determination of the pep neutrino rate, but it is practically negligible with
respect to the statistical sensitivity and other sources of systematics.

The uncertainties related to the FV mass come mainly from the limited
accuracy of the position reconstruction algorithm introduced in Sec. 2.4.2,
whose impact in an energy range that includes most of 7Be, pep and CNO
neutrino events1 was estimated to be (−1.1%,+0.6%) [81, 84, 115, 136] for the
pep FV. The density of the liquid scintillator is also considered when computing
the systematics of the total exposure since variations in the temperature of
the detector induce the thermal expansion of the liquid scintillator. Given the
current knowledge of the temperature evolution inside the detector, this effect
is quantified to impact for ≈ 0.05% of the exposure leading to a negligible
contribution in the measurement of the solar neutrino fluxes.

5.1.2.2 85Kr independent measurement

The contamination level of 85Kr in the liquid scintillator in principle can be
independently determined exploiting a secondary decay channel into the ex-
cited state of 85mRb. In this case the emission of a β-decay electron with a

1 The same error is adopted also at lower energy where most of the signal due to pp neutrinos
lies. However this is not expected to have a significant impact since this effect is almost
negligible when compared to other systematics in the measurement of the pp neutrino rate.
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Q-value of 173 keV is followed by a 514 keV γ-ray from the de-excitation of
85mRb, which has a mean lifetime of ≈ 2 µs. The coincidence in space of the
β-decay electron and of the de-excitation γ-ray in a short time window can be
used to provide a measurement of the 85Kr rate. Unfortunately, the branching
ratio of the decay to the 85mRb excited state is just 0.43%, and only 3 can-
didate events were found in the period included in the analysis. In order to
consider this information in the analysis, an ad hoc penalty term was added
to the likelihood of the fit.

5.1.2.3 Detector response model

The impact of systematic uncertainties in the fit model has been estimated
by performing a thousands of fits on ensembles of pseudo-data generated from
a family of models covering the uncertainties on the model parameters. As
discussed in Sec. 4.4, three different features of the detector response were
randomized at the same time in order to estimate the overall effect including
possible interplay between some features. Namely, the randomization of the
response model accounted for a wrong modelling of the detector non-linearity
for the Nh variable, the presence of a non modelled spatial dependence of
the detector response along the vertical axis and uncertainties in the PS-LPR
variable model. The theoretical uncertainty on the 210Bi β-decay spectral
shape has been treated in the same way.

5.1.3 Results

The data and the result of the fit are shown in Fig. 5.2 and Fig. 5.3. Figure 5.2
shows the projection to energy variable of the TFC-subtracted and -tagged
datasets along with the fit result, while Fig. 5.3 shows the projection of the
TFC-subtracted dataset to the radial and pulse shape variable. In the lower
pad the ratio between the data and the result of the fit indicates that the
model describes properly the data.

The goodness of fit however cannot be estimated by a simple χ2 test since
in the multidimensional analysis many bins might be too low populated to
allow Gaussian approximation to be valid. The minimum of the negative log-
likelihood obtained by the fit (see Sec. 3.2.1) has been chosen as a test statistics
and its distribution is derived fitting an ensemble of pseudo-data generated us-
ing the same model used for the fit. Figure 5.4 shows the value of the test
statistics obtained from the data realization along with the expected distribu-
tion. The p-value is ≈ 0.5, thus indicating a good compatibility between the
data and the model.

The fit has been performed constraining the CNO rate to the values pre-
dicted by both the HZ and LZ SSM. Confidence intervals for the fit param-
eters have been built using a profile likelihood under Wilk’s approximation.
Figure 5.5 and Fig. 5.6 reports the profile likelihood for the low energy neu-
trino components: the rate of CNO neutrinos is determined by the external



90 results and impact of low-energy solar ν spectroscopy

Model Bi210 C (sub)11 C14 Kr85

Pileup Po (sub)210 Bi214Ext. K40Ext. Tl208Ext. 

Energy (keV)
500 1000 1500 2000 2500

 k
eV

)
×

 1
00

 t 
×

C
ou

nt
s 

/ (
da

y 

3−10

2−10

1−10

1

C
ou

nt
s 

/ k
eV

1

10

210

310

)hNEnergy (
100 200 300 400 500 600 700 800 900

(pp)ν

Be)7(ν
(CNO)ν

(pep)ν

dataset
TFC-subtracted

)hNVisible Energy (
100 200 300 400 500 600 700 800 900

Energy (keV)
500 1000 1500 2000 2500

da
ta

/m
od

el

0.5

1

1.5

data/model 68% 95% 99.5%

Energy (keV)
500 1000 1500 2000 2500

 k
eV

)
×

 1
00

 t 
×

C
ou

nt
s 

/ (
da

y 

3−10

2−10

1−10

1

C
ou

nt
s 

/ k
eV

1−10

1

10

210

310

)hNEnergy (
100 200 300 400 500 600 700 800 900

dataset
TFC-tagged

C10

He6

)hNVisible Energy (
100 200 300 400 500 600 700 800 900

Energy (keV)
500 1000 1500 2000 2500

da
ta

/m
od

el

0.5

1

1.5

data/model 68% 95% 99.5%

Figure 5.2: Result of the multivariate fit shown in the energy projection. The top
and bottom panel represent the TFC-subtracted and -tagged datasets respectively.

constraint and while the reconstructed rates of pp and 7Be neutrinos are not
affected by the different CNO rate predicted by the HZ/LZ SSM, the correla-
tion with the CNO rate makes the best fit value of the pep neutrino rate move.
All the likelihood profiles are parabolic, as it is expected from the fact that
the distributions of the maximum likelihood estimators shown in Fig. 4.8 are
described by Gauss distributions.

pp neutrinos

Neutrinos from proton–proton fusion mark the start of the chain of reactions
responsible for most of the Sun power and are the dominant contribution to
the solar neutrino spectrum, but their very low energy makes the measurement
very delicate for the presence of the high 14C background. The measured rate
is 133.2± 12.8(stat) cpd/100 t, in good agreement with the previous Borexino
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Figure 5.3: Result of the multivariate fit of the TFC-subtracted dataset shown in the
radial (left) and PS (right) dimension.

result [86]. In this analysis the most relevant systematic comes from uncer-
tainties in the detector response, specifically in the modelling of the detector
non-linearity which causes the “migration” of a large number of 14C events in-
side (or outside) the energy rage with the highest sensitivity to the pp neutrino
signal.

7Be neutrinos

The rate of neutrinos produced in the electron capture on 7Be has been con-
strained to 48.1 ± 1.1(stat) cpd/100 t. The impact of systematics is found to
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Figure 5.4: Distribution of the minimized negative log-likelihood obtained from thou-
sands of fits performed on pseudo-data compared to the value obtained from the data
realization. A p-value of 0.5 has been obtained, showing no signal of incompatibility
between the data and the model.
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be at the level of 1.5% and is dominated by the uncertainties in the detector
response modelling and in the definition of the fiducial volume. The over-
all accuracy of measured interaction rate is as low as 2.7%, the best result
achieved to date. This marks a substantial improvement with respect to the
past measurement of the 7Be neutrino fluxes performed by Borexino [80–82]
and KamLAND [87] and opens the way to precision neutrino physics at ener-
gies lower than 1 MeV.

pep and CNO neutrinos

As discussed in Sec. 4.3, the strong correlation among the rate of 210Bi and pep
and CNO neutrinos reduces significantly the sensitivity of the analysis. This
situation can be solved in principle if an independent measurement of the 210Bi
is available and this possibility is indeed extensively discussed in Chap. 6 and
Chap. 7, but in the absence of such information it has been decided to exploit
some inputs from the SSM to improve the sensitivity to these components.

To measure the pep neutrino rate, the HZ and LZ SSM has been used to
constrain the CNO neutrino rate. The large difference in the prediction of
the SSM affects significantly the background level for pep neutrinos, whose
rate results 2.38± 0.36 cpd/100 t for the CNO neutrino rate predicted by the
HZ SSM or 2.61 ± 0.35 cpd/100 t for the LZ SSM (Fig. 5.6). The systematic
budget for pep neutrinos is dominated by the uncertainty in the modelling of
the PS-LPR variable, but the overall uncertainty still makes it possible to rule
out the hypothesis of absence of pep neutrino at more than 5σ C.L. with the
characteristic shoulder clearly visible in Fig. 5.7a.
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Figure 5.6: Profile likelihood of the pep and CNO neutrino rates obtained constraining
the CNO neutrino rate to the values expected from the HZ (red) and LZ (blue)
Standard Solar Model.

A dedicated fit has been performed as a second step of the analysis to
constrain the rate of CNO neutrinos. In this fit the CNO neutrino rate is
left free and the pep neutrino rate is constrained by fixing the ratio with
the pp neutrino rate to the value of 47.7 ± 0.8 that is predicted by the SSM
under solid nuclear physics arguments as discussed in Sec. 6.3.1. The residual
correlation with the 210Bi prevents a measurement of the CNO neutrino rate
and an upper limit at 8.1 cpd/100 t (95% C.L., including both statistical and
systematic uncertainties) has been obtained. The profile likelihood of the CNO
neutrino rate is shown in Fig. 5.7b. This result is consistent with the limit
reported by Borexino during Phase I [84] using a stronger assumption on the
pep neutrino rate that was fixed to the value predicted by the SSM.

5.1.4 Additional consistency checks

To check the solidity of the results, the analysis has been performed using
different datasets. The fit has been repeated on datasets built using a different
implementation of the TFC veto and using a different binning of the energy
observable, always obtaining fully consistent results.

The stability of the fit over the choice of the lower edge of the fit range has
been tested by fitting the data varying the fit starting point around the value
of 107Nh that was chosen to minimize the overall uncertainty on the measured
pp rate (see Sec. 4.5. Indeed, while all the neutrino components of the Borexino
spectrum are not affected by the energy range considered in the fit, the very low
energy pp neutrino component can be influenced by a change in the lower edge
of the fit range in the analysis. With starting values in a neighbourhood of the
chose point the analysis is not very sensitive to the spectral shape of 14C and of
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Figure 5.7: (a) Visible energy spectrum of events of the TFC-subtracted dataset
selected in the innermost region of the FV (r < 2.4 m) and with PS-LPR < 4.8
to further reduce the 11C background. The fit is performed constraining the CNO
neutrino rate according to the HZ SSM prediction, and the characteristic shoulder of
the pep neutrino signal is clearly visible. (b) Profile likelihood of the CNO neutrino
rate obtained constraining the ratio between the pp and pep neutrino rate in the fit.

the pile-up. Their rate is hence determined by the independent measurements
used to constrain their values without being influenced by the actual data.
As Fig. 5.8 shows, the pp neutrino rate returned by the fit is fairly stable.
However at energies lower than 98Nh, the information of the spectral shape
exploited by the fit starts being in tension with the independent constraints.
The relatively high energy starting point however keeps the measurement of
the pp neutrino rate safe from possible systematics in the modelling of the
detector response at very low energy.

5.1.5 Combination of Monte Carlo and Analytical fit results

The same analysis has been performed within the collaboration using the pre-
vious fit methods (both Monte Carlo and Analytical) and different energy
estimators to cross-check the results.

Results from different analysis methods have been combined following the
procedure described in [119] to obtain the final results presented in [119, 135]
and reported in Tab. 5.3, marking a significant improvement with respect to
previous Borexino findings. Table 5.4 shows the measured rate of the back-
ground components.

The results obtained with bx-stats in this analysis and those provided by
the previous fit all agree with each other, but different methods have slightly
different performance. The bx-stats analysis provides a more accurate mea-
surement of the 7Be and pep neutrinos, while the Analytical fit is better at
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Figure 5.8: Reconstructed rate of 14C (a) and pp neutrinos (b) as a function of the
lower edge of the fit range for different configurations of the constraint on the 14C
rate (the one used on data is reported in bold). The shaded area represents the 1σ
C.I. returned by the fit.

describing the low energy part of the energy spectrum and measures the rate
of pp neutrino more precisely.

The small differences between the Monte Carlo and Analytical fit results,
along with the difference between the results obtained using different energy
estimators, are accounted in the total systematic uncertainty as shown in
Tab. 5.5. The evaluation of systematic uncertainties of the previous fit meth-
ods introduces other voices in the overall systematic budget. The pile-up
modelling item in Tab. 5.5 refers to different treatment of random coincidences:
differently from the Monte Carlo analyses where the contribution of event pile-
up is treated as a independent component in the fit model, in the Analytical
fit events random coincidences are taken into account either by convolving the
spectral shape of each component with the random trigger spectrum or by
including the “synthetic pile-up” in the fit model as an additional component
(Sec. 3.3.3). These three approaches lead to slightly different results on the pp
neutrino rate and the difference is quoted as systematic error.

The results reported in Tab. 5.3 are to be considered as the final results
presented by the Collaboration, therefore from here on they will be taken as
a reference to test the predictions of the SSM and the MSW-LMA solution of
neutrino oscillation.

5.2 impact on neutrino and solar physics

The results presented in the previous section are the most accurate measure-
ments of the low energy solar neutrino interaction rate up to date, and com-
bined with an independent measurement of the 8B neutrinos [134] make Borex-
ino the only experiment capable to perform a comprehensive measurement of
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Solar ν Borexino results HZ SSM LZ SSM
Rate (cpd/100 t) Rate (cpd/100 t) Rate (cpd/100 t)

pp 134± 10+6
−10 131.0± 2.4 132.1± 2.3

7Be 48.3± 1.1+0.4
−0.7 47.8± 2.9 43.7± 2.6

pep (HZ) 2.43± 0.36+0.15
−0.22 2.74± 0.05 2.78± 0.05

pep (LZ) 2.65± 0.36+0.15
−0.24

CNO < 8.1 (95% C.L) 4.91± 0.56 3.52± 0.37
Flux cm−2s−1 Flux cm−2s−1 Flux cm−2s−1

pp (6.1± 0.5+0.3
−0.5)× 1010 5.98(1± 0.006)× 1010 6.03(1± 0.005)× 1010

7Be (4.99± 0.13+0.07
−0.10)× 109 4.93(1± 0.06)× 109 4.50(1± 0.06)× 109

pep (HZ) (1.27± 0.19+0.08
−0.12)× 108

1.44(1± 0.009)× 108 1.46(1± 0.009)× 108

pep (LZ) (1.39± 0.19+0.08
−0.13)× 108

CNO < 7.9× 108 (95% C.L.) 4.88(1± 0.11)× 108 3.51(1± 0.10)× 108

Table 5.3: Results of Borexino-Phase II on the pp, 7Be, pep and CNO solar neutrinos
interaction rate. The first term of the associated uncertainty represents the statistical
error obtained with a likelihood profile under the Wilk’s approximation, while the
second indicates the systematic uncertainty that is detailed in Tab. 5.5. The pep
neutrino rate depends on the different SSM used to constrain the CNO neutrino flux,
and therefore two results are quoted. The fluxes reported in the lower part of the
table are computed assuming the MSW-LMA oscillation parameters [137].

Table 5.4: Measured background
rate in Borexino-Phase II. The
quoted uncertainty includes both
the statistical and systematic er-
rors.

Component Rate (cpd/100 t)
14C 40.0± 2.0
85Kr 6.8± 1.8
210Bi 17.5± 1.9
11C 26.8± 0.2
210Po 260.0± 3.0
Ext. 40K 1.0± 0.6
Ext. 214Bi 1.9± 0.3
Ext. 208Tl 3.3± 0.1
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Source of uncertainty ν(pp) ν(7Be) ν(pep)
−% +% −% +% −% +%

Fit method (analytical/MC) −1.2 +1.2 −0.2 +0.2 −4.0 +4.0
Choice of energy estimator −2.5 +2.5 −0.1 +0.1 −2.4 +2.4
Pile-up modelling −2.5 +0.5 −0.0 +0.0 −0.0 +0.0
Fit range and binning −3.0 +3.0 −0.1 +0.1 −0.1 +0.1
Fit models (see text) −4.5 +0.5 −1.0 +0.2 −6.8 +2.8
Inclusion of 85Kr constraint −2.2 +2.2 −0.0 +0.4 −3.2 +0.0
Fiducial Volume −1.1 +0.6 −1.1 +0.6 −1.1 +0.6
Live time −0.05 +0.05 −0.05 +0.05 −0.05 +0.05
Scintillator density −0.05 +0.05 −0.05 +0.05 −0.05 +0.05
Total Systematics (%) −7.1 +4.7 −1.5 +0.8 −9.0 +5.6

Table 5.5: Systematics budget for the solar neutrino components measured in
Borexino-Phase II. The terms due to the different pile-up modelling, fit range and
binning contributes to the systematics budget of the previous analysis methods that
contributed to the results presented in Tab. 5.3 [119, 135].

the solar neutrinos emitted throughout the entire pp chain, with the only ex-
ception of hep neutrinos.

Borexino measurements of the solar neutrino interaction rate can be used
to test either neutrino or solar phenomenology. Assuming the neutrino fluxes
predicted by the SSM one can infer from the measured rate (mostly due to
electron-neutrinos given the larger cross section, see Sec. 2.1) the νe survival
probability, and test the agreement with the MSW-LMA solution of neutrino
oscillation. Assuming the neutrino oscillation framework the measured inter-
action rates can be converted in the integral flux of solar neutrinos and be
used to test the predictions of the SSM. In particular, a measurement of the
solar neutrino fluxes can be crucial to solve the controversy about the Sun
metallicity that led to the introduction of the competing HZ and LZ SSM.

5.2.1 Study of νe survival probability

As discussed in Sec. 1.1.2 solar neutrinos were crucial for the discovery of
flavour oscillations in the neutrino sector. After the measurement of 8B neu-
trinos performed by SNO [76, 77] exploiting both charged and neutral-current
processes, the neutrino oscillation parameters have been measured with great
accuracy by a number of experiments [8].

The case of solar neutrinos is however complicated by the presence of a dense
medium in which neutrinos propagate and that alters the Hamiltonian with
the addition of an interaction potential in a energy-dependent way (Sec. 1.1.3).

Borexino is the only experiment able to measure solar neutrinos in the
200 keV (ν(pp)) – 16 MeV (ν(8B)) energy range, and its results can be used to
reconstruct the νe survival probability curve for solar neutrinos in the largest
energy range ever covered by a single experiment. Since only the 7Be and
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Solar ν Pee BX Pee BX Pee Pee

HZ SSM LZ SSM MSW-LMA Vacuum-LMA

pp 0.57± 0.09 0.57± 0.09 0.5457± 0.0087

0.5378± 0.0268
7Be 0.53± 0.05 0.61± 0.05 0.5269± 0.0079
pep 0.43± 0.11 0.42± 0.11 0.5165± 0.0073
8B 0.37± 0.08 0.48± 0.08 0.3390± 0.0082

Table 5.6: Values of the electron neutrino survival probabilities. Columns 2 and 3
reports the value of Pee inferred by the latest Borexino results [134, 135] assuming the
solar fluxes predicted by the HZ and LZ SSM. The values expected from the MSW-
LMA paradigm are reported in column 4 while the expectation from a Vacuum–LMA
scenario (energy independent) is shown in column 5.

pep neutrinos are mono-energetic, for pp and 8B neutrinos the results have
been computed according to the average energy of neutrinos that produce a
deposited energy in the range used for the analysis. The electron neutrino
survival probability (Pee) is computed from the measured interaction rate in
Borexino (RBX) assuming the neutrino fluxes as predicted by the HZ and LZ
SSM (ΦSSM) through the formula [86]

Pee = RBX − ΦSSMneσµ
ΦSSMne(σe − σµ) (5.1)

where ne = (3.307± 0.003)× 1031 is the number density of target electrons in
100 t of Borexino liquid scintillator while σe and σµ indicate the νe and νµ, τ
elastic scattering cross sections (Eq. 2.2) integrated over the neutrino energy
spectrum.

The values of Pee obtained by Borexino are reported in Tab. 5.6 including
in the uncertainties both the accuracy of the measured rate and the precision
of the SSM predictions. The results of Borexino are show in Fig. 5.9 along
with the prediction of the MSW-LMA model (Eq. 1.38) and the expectation
from LMA oscillation in vacuum. The Pee expected from the LMA-MSW
oscillation model is computed using the interaction potentials reported in [138]
and the oscillation parameters presented in [132], while the one resulting from
neutrino oscillation in vacuum is obtained assuming the oscillation parameters
measured with reactor antineutrinos [139, 140].

The expected survival probability for low-energy solar neutrinos (pp, 7Be,
pep) is not affected by the matter effect in the Sun and can be described using
assuming the production and propagation of solar neutrino as in vacuum. In
the 8B energy range the interaction potential of electrons in the Sun core
suppresses the survival probability, therefore the estimate of the 8B survival
probability is crucial to establish the effect of matter in neutrino oscillations.
To do so, a frequentist hypothesis test has been performed considering as two
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Figure 5.9: Electron neutrino survival probability (Pee) as a function of the neutrino
energy. The survival probabilities for the solar-ν are obtained combining the inter-
action rates measured by Borexino with the fluxes predicted from the (a) HZ and
(b) LZ SSM. The expected Pee computed including the MSW effect is shown as an
orange band representing the ±1σ C.I., while the grey band represents the expected
behaviour of neutrinos oscillating in vacuum. The two measurement of 8B neutrinos
in grey refers to two different energy ranges used in the analysis, and the final number
(in green) shows the combination of these two results [134].

alternative hypothesis the MSW-LMA model vs. the Vacuum–LMA model.
The test is based on chi-square difference test statistics [141]

t = χ2(MSW)− χ2(vacuum) (5.2)

where the χ2 is computed as

χ2 =
∑

i=pp,7Be,...

(xi − µi)2

(σ2
xi + σ2

µi)2 (5.3)

where xi indicates the value of the νe survival probability obtained by Borex-
ino and µi the expectation by the model under consideration for the neutrino
component i. The uncertainty of Borexino results and of the model predic-
tions are represented by σxi and σµi respectively. The distribution of the test
statistics t has been built with a MC method: thousands of sets of Pee mea-
surements were generated according to one of the two possible scenarios taking
into account both experimental and theoretical uncertainties, computing the
value of t for each set. The probability distribution function of t obtained for
the hypotheses of MSW-LMA f(t|MSW) and Vacuum–LMA f(t|vacuum) are
shown in Fig. 5.10.

The values of the survival probability xi obtained by Borexino depends on
the flux of solar neutrinos assumed from the SSMs. In particular the flux
of 8B neutrinos predicted by the HZ and LZ SSM differs by 18% and causes
a large difference in the reconstructed values of the 8B survival probability.



100 results and impact of low-energy solar ν spectroscopy

Considering the HZ SSM, which is favoured by Helioseismology, the value
of t obtained from the Borexino results is tBX = −4.16 and is indicated in
Fig. 5.10a with a dashed black line. The value of tBX is perfectly compatible
with the distribution of the test statistics derived assuming the MSW-LMA
as true, and lies on the tail of the distribution of t obtained according to the
Vacuum–LMA hypothesis: the probability of observing a result more extreme
of the data is given by the p-value

p =
∫ tBX

−∞
f(t|vacuum)dt = 0.018 (5.4)

Such a small p-value suggests that the Vacuum–LMA model is not very plau-
sible. It is custom to convert the p-value into a number of Gaussian standard
deviations to express the significance of the result. In this thesis the convention
of [142] is adopted, where one-sided Gaussian limits are used. In this context,
a p-value of 0.018 corresponds to rejecting the Vacuum–LMA hypothesis with
a significance of 2.1σ.
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Figure 5.10: Distribution of the test statistics t used to perform a frequentist hypoth-
esis test between the MSW-LMA and the Vacuum–LMA oscillation scenarios. The
value of t obtained from Borexino results assuming the solar neutrino fluxes predicted
by the (a) HZ SSM and (b) LZ SSM is shown as a dotted line.

Considering the neutrino fluxes predicted by the LZ SSM, the reduced 8B
neutrino flux makes the corresponding Pee closer to the value expected from
the Vacuum–LMA scenario than from the MSW-LMA model. As a conse-
quence, repeating the hypothesis test with the value of the survival proba-
bility obtained assuming the LZ SSM fluxes, a value tBX = 3.32 is obtained
(Fig. 5.10b), favouring the Vacuum–LMA scenario and excluding the MSW-
LMA with a 1.8σ significance (0.034 p-value).
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5.2.2 Test of the Standard Solar Model

The results provided by Borexino have a significant impact in the field of solar
physics as they can provide an important test of the current SSM predictions.
Borexino is not equally sensitive to all the neutrino flavours since the elastic
scattering cross-section of νe with electrons is 5− 6 times larger than the one
of νµ,τ , hence it is necessary to assume the neutrino oscillation framework to
extract the total flux of neutrinos to be compared with the expectations of the
SSM.

These results are used to probe three different aspect of the SSM: first, the
measurement of the pp-chain solar neutrinos can be converted into a measure-
ment of the Sun luminosity in the neutrino channel, which can be compared
with the value measured using photons; second, the measurement of the 7Be
interaction rate provides information on the ratio between the two main ter-
mination branches of the pp chain; and last, the neutrino fluxes inferred from
the Borexino measurements can be compared to the different predictions of
the HZ and LZ SSM and potentially disfavour one of the two models.

5.2.2.1 Neutrino Luminosity of the Sun

Neutrinos produced in the core of the Sun are direct messengers of our star.
Indeed, every neutrino emitted by the Sun marks a specific reaction that took
place in its core. Since the amount of energy released in every single nuclear
reaction is well known from nuclear physics, it is possible to compute the total
power generated by nuclear processes in the Sun using the neutrino fluxes
inferred from the Borexino measurements.

More explicitly, the solar luminosity measured in the neutrino channel L(ν)
�

can be expressed as
L

(ν)
� = 4π(1 A U )2 ×

∑
i

αiΦi (5.5)

where αi indicates the thermal energy released by the reaction associated to the
neutrino flux labelled with i. Using the values of αi computed in [143] under
mild assumptions2 and the results presented in the previous section, the lumi-
nosity is equal to (3.89+0.35

−0.42)× 1033erg/s, where the dominant contribution to
the Sun power comes from the pp neutrinos3. This result is in good agreement
with the value measured through photons that is (3.846 ± 0.015) × 1033erg/s
[145]. This confirms the nuclear origin of the Sun power with the best preci-
sion obtained so far by a single experiment [135]. Unlike neutrinos that can
exit the Sun in just a few minutes after being produced, radiation takes 104-

2 In particular, to compute the thermal energy associated to each neutrino flux it is crucial
to assume that 2H and 3He are in local kinetic equilibrium in the Sun, meaning that their
creation rate is equal to their destruction rate. As it will be detailed in Sec. 6.3.1, this
assumption is well motivated in the framework of the current knowledge of the Sun.

3 Using a recent re-evaluation of the αi coefficients presented in [144] does not affect the
estimate of L(ν)

� since the computation of the energy released in the dominant pp fusion
process is unaltered.
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105 years to reach the photosphere from the energy production zone, thus the
correspondence between the luminosity measured in the neutrino and photon
channel also proves stability of the Sun energy production over such a period
of time.

5.2.2.2 Termination of the pp chain

The measurement of both the pp and 7Be neutrino rate constrain the relative
intensity between the first and the second termination of the pp chain. After
the formation of deuteron via p-p fusion, 3He is produced in the Sun core and
can react with another 3He nucleus terminating the chain without emitting
any more neutrinos or, less likely, can interact with a 4He nucleus producing
a 7Be neutrino.

Under the same assumptions needed to compute the thermal energy αi
associated to each neutrino flux that was introduced in the previous section, it
is possible to define a fictitious neutrino flux Φ3He−3He related to the 3He-3He
reaction of the pp chain that is expressed as [143]

Φ3He−3He = 1
2 (Φpp + Φpep − Φ7Be − Φ8B − Φhep) (5.6)

Neglecting the very low pep, 8B and hep fluxes, the ratio between the 3He-
3He and the 3He-4He reaction rates can be written as [146]

RI/II = 2Φ7Be
Φpp − Φ7Be

(5.7)

The measurement of the pp and 7Be interaction rate presented in the pre-
vious section results in R

(BX)
I/II = 0.178+0.027

−0.023, in good agreement with the val-
ues predicted by the HZ and LZ SSM that are R(HZ)

I/II = 0.180 ± 0.011 and
R

(LZ)
I/II = 0.161± 0.010.

5.2.2.3 High- or Low-Metallicity?

The measurement of the solar neutrino fluxes can be used to test the com-
patibility of the predictions of the HZ/LZ SSM, and possibly solve the solar
metallicity puzzle.

Indeed, as described in Sec. 1.2.3, the different abundance of the heavy el-
ements affects the opacity of the plasma which determines the temperature
profile and, as a consequence, the reaction rate that generates solar neutrinos.
The two reactions most sensitive to temperature variation in the pp chain are
those leading to 7Be and 8B neutrinos. As shown in Tab. 5.3 the flux of 7Be
and 8B can vary of about 9% and 18% between the HZ and LZ model. Fig-
ure 5.11a shows the parameters space allowed by the SSM obtained including
the correlation factor provided by the authors of [34]4. The theoretical uncer-

4 Available at http://www.ice.csic.es/personal/aldos/Solar_Data.html.

http://www.ice.csic.es/personal/aldos/Solar_Data.html
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tainties on the 8B and 7Be flux predictions are dominated by the uncertainty
on the opacity of the Sun and by the astrophysical S-factors of the 3He + 4He
and p + 7Be reactions. The results of Borexino on the 7Be and 8B are also
shown. It is worth to stress that the SSM uncertainties are twice as large as
the accuracy of the measured 7Be flux and compatible with the precision of
the 8B flux respectively.

It is possible to estimate the compatibility of the data with the two models
by performing a χ2 test, with

χ2 = ∆T (VSSM + VBX)−1 ∆ (5.8)

where ∆ represents the difference between the measured neutrino fluxes and
the SSM predictions

∆ =
(
ΦSSM

8B − ΦBX
8B ,Φ

SSM
7Be − ΦBX

7Be

)
(5.9)

while VBX and VSSM are the covariance matrices of the Borexino results and
of the SSM in question that accounts respectively for the experimental and
theoretical uncertainties. In their explicit form they reads

VBX =

(σBX
8B )2 0

0 (σBX
7Be)

2

 and

VSSM =

 σSSM
8B σSSM

8B ρSSMσSSM
8B σSSM

7Be

ρSSMσSSM
8B σSSM

7Be σSSM
7Be σ

SSM
7Be

 (5.10)

where σBX is the Borexino experimental uncertainty which include both statis-
tical and the symmetrized systematic error, while σSSM and ρSSM indicates the
uncertainty and the correlation factor of the SSM under consideration. When
the data come from the model considered in this test, the value of the test
statistics in Eq. (5.8) is distributed as a χ2 with 2 degrees of freedom, and it
is therefore trivial to compute the corresponding p-value. When testing the
prediction of the HZ SSM a p-value of 0.96 is found while for the LZ SSM
expectations it is 0.17, which indicates a good compatibility of the data with
both the SSMs.

The fact that the data are compatible with both models does not prevent
to establish which one is more plausible. To do so, a frequentist hypothesis
test similar to the one discussed in Sec. 5.2.1 has been performed. In this case
the two alternative hypotheses are the HZ and LZ SSM models, and the test
statistic t is

t = χ2(HZ)− χ2(LZ) (5.11)

where χ2(HZ) and χ2(LZ) are defined in Eq. 5.8 and the HZ/LZ argument
refers to the values of ΦSSM

8B , ΦSSM
7Be and ρSSM that are used in the computa-

tion. The probability distribution function of the test statistics for both the
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Figure 5.11: (a) Borexino results for Φ8B and Φ7Be (green point and shaded area)
compared to the theoretical predictions of the HZ and LZ SSM. (b) Distribution of
the test statistics t used to perform a frequentist hypothesis test between the HZ and
LZ SSM. The value of t obtained from the Borexino measurements is shown as a
dashed line.

hypotheses has been derived with a toy-MC technique. Thousands of pairs
of 7Be and 8B fluxes were generated assuming the HZ/LZ model and the
respective uncertainties that have been combined with the experimental un-
certainties of Borexino measurements5. For each pair of values of Φ7Be and
Φ8B the value of t is computed and used to build the distributions that are
shown in Fig. 5.11b. The value of the test statistics obtained using Borexino
results is tBX = −3.49, which is fully consistent with the HZ model but lies
on the tail of the distribution expected from the LZ SSM. The probability of
obtaining a result more extreme than the observed one is 0.034, which means
that the LZ SSM hypothesis is rejected with 1.8σ significance.

To cross check this result, a Bayesian hypothesis test has also been per-
formed. In the Bayesian framework the fluxes of 7Be and 8B are fitted against
Borexino measurements assuming the SSM HZ and LZ predictions (with the
corresponding uncertainties) as prior probability distributions. In the analy-
sis, performed using the BAT package [147], the likelihood of the data is con-
structed as the sum of two uncorrelated Gaussian measurements, one for Φ7Be
and one for Φ8B. The resulting posterior probability distributions are reported
in Fig. 5.12 along with both the HZ and LZ prior probability distribution to
show the update of knowledge achieved after the Borexino measurements.

5 The precision of the Borexino measurements has been assumed to be independent from the
simulated flux in the range allowed by the SSMs.
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To test which one of the HZ/LZ SSM is more likely given the Borexino
measurements, the Bayes factor is computed. The Bayes factor K is defined
as the ratio of the marginal likelihood P (data|HZ/LZ), namely

K = P (data|HZ)
P (data|LZ)

=

∫
P (data|Φ,HZ) · P (Φ|HZ)dΦ∫
P (data|Φ,LZ) · P (Φ|LZ)dΦ

· P (HZ)
P (LZ)

(5.12)

where Φ indicates the pair (Φ8B,Φ7Be). Assuming the HZ and LZ SSM to be
equally probable, i.e. imposing P (HZ)/P (LZ) = 1 in Eq. 5.12, the analysis
yields a Bayes factor of 4.9 or, equivalently, states that the odds of HZ against
LZ are 5 : 1, thus confirming a mild preference for the HZ SSM.

For sake of completeness, a global frequentist analysis was performed by
the Collaboration following the procedure already adopted in [82] which takes
into account all the solar neutrino data available and KamLAND data, leaving
as free parameters both the 8B and 7Be neutrino fluxes and the oscillation
parameters. The best fit value in the Φ8B–Φ7Be space as well as the confidence
intervals are shown in Fig. 5.13. The value of Φ7Be is basically fixed by the
Borexino measurement presented in the previous section, while the results of
SNO and Super-Kamiokande lead to a slightly smaller flux of 8B neutrinos,
visibly reducing the significance of the hint provided by Borexino in favour of
the HZ SSM.

At this point it is important to stress that for the first time the analysis is
limited by the uncertainties of the SSM predictions. A very significant contri-
bution to the determination of the solar metal abundances might come from
the measurement of the CNO neutrino flux. Indeed, while a change in the
solar composition produces the same effects on the pp chain neutrino fluxes of
a modification of the opacity profile (which does not only depend on the metal
abundances), CNO neutrinos can be used to provide a direct determination of
the metal abundances in the solar core [148, 149]. As discussed in Sec. 5.1.3
the present analysis of Borexino data is not sensitive enough to provide a mea-
surement of the CNO neutrino flux, but a strategy to detect CNO neutrinos
is presented in the following chapters.

5.3 conclusions

In this Chapter the first simultaneous measurement of pp, 7Be and pep neu-
trinos along with the best upper limit of the CNO neutrino rate have been
presented. These measurements represents the most accurate determination
of the low energy solar neutrino interactions rate to date, and combined with
an independent measurements of 8B neutrinos make Borexino the only exper-
iment with the potential to study the entire spectrum of solar neutrinos.
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These results have been used to test both neutrino and solar phenomenology.
Assuming the solar neutrino fluxes predicted by the HZ SSM, that is favoured
by helioseismological observation respect to the LZ SSM, the presence of a
matter effect in neutrino oscillation is established at with a significance of
2.1σ.

Postulating the neutrino oscillation framework, the inferred fluxes of solar
neutrinos have been used to probe the SSM predictions. The resulting neu-
trino luminosity, which is dominated by the contribution of pp neutrinos, is
in excellent agreement with the solar luminosity measured with photons. A
hypothesis test based on the measurements of 8B and 7Be neutrinos has been
performed between the HZ and LZ SSM. The different chemical composition
of the Sun in the HZ and LZ SSM modifies the plasma opacity that in turn
affects the temperature of the core. The fluxes of 8B and 7Be neutrino exhibit
the stronger temperature dependence in the pp chain, and values measured
by Borexino are consistent with the core temperature predicted by the HZ
SSM, rejecting the LZ SSM prediction with a 1.8σ significance. Similarly, a
Bayesian hypothesis test confirms a mild preference for the HZ SSM.

While these results do not give a definitive answer to the solar metallicity
puzzle, a measurement of the CNO neutrino flux would probe directly the
abundance of C and N in the Sun. A strategy to achieve the first detection of
CNO neutrinos in Borexino is outlined in the following chapters.
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Figure 5.12: Posterior probability distribution for Φ8B and Φ7Be from a Bayesian fit
of Borexino data using as priors the expectations from the HZ (top panel) and LZ
(bottom panel) SSM.
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Figure 5.13: 8B and 7Be fluxes de-
termined from a global analysis of
all the available solar neutrino and
KamLAND data. The expected
values from the HZ and LZ SSM,
along with the latest Borexino re-
sults are also shown for comparison. )-1 s-2 cm610× (B8Φ
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T H E S E A RC H FO R C N O N E U T R I N O S I N B O R E X I N O

Neutrinos from the sub-dominant CNO cycle are the only low-energy com-
ponent of the solar neutrino spectrum that has not been detected yet. The
analysis presented in the last Chapter provides the most stringent upper limit
on the CNO neutrino flux to date and Borexino is the only running experi-
ment with the potential to measure for the first time this elusive component.
The discovery of CNO neutrinos is currently one of the main physics goal
of the experiment and in this Chapter a strategy to achieve this objective is
proposed.

After recalling the relevance of CNO neutrinos for solar physics in Sec. 6.1,
Sec. 6.2 presents a comprehensive sensitivity study which shows the crucial
importance of external constraints on the 210Bi and pep background on the
sensitivity to the CNO signal. The strategy to achieve an independent assess-
ment of the background rate is outlined in Sec. 6.3. The rate of pep neutrinos
can be constrained using argument from nuclear and solar physics, while the
supposed equilibrium of the 210Pb decay chain can be exploited to obtain a
measurement of the 210Bi rate. A preliminary evaluation of possible systematic
uncertainties is discussed in Sec. 6.5. Section 6.6 finally presents an alternative
method to break the correlation between the 210Bi and CNO rate exploiting
the different time evolution of the two components. While this method does
not improve the sensitivity with the current dataset, it can be used in the
future if the Borexino data taking will continue beyond 2022.

6.1 the importance of cno neutrinos for solar physics

The CNO cycle is a subdominant process in the Sun accounting for only ≈ 1%
of the total energy production, but the measurement of neutrinos produced
in these reactions is one of the main goal of current and future solar neutrino
experiments.

The detection of CNO neutrinos would be the first direct evidence of the
occurrence of the CNO cycle, that is supposed to be the driving energy pro-
duction mechanism for stars that are ≈ 1.3 times heavier than the Sun [150].
As anticipated in Sec. 5.2.2, a measurement of CNO solar neutrinos would
also be extremely meaningful for solar physics as well. The flux of neutrinos
emitted in the CNO cycle retains a linear dependence on the abundance of C

109
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and N in the Sun core, and therefore a measurement of CNO neutrinos can be
crucial to solve the solar metallicity puzzle introduced in Sec. 1.2.3.

In the framework of the SSM, the fluxes of solar neutrinos –including the
CNO cycle ones– depend on the input parameters of the model, which include
the solar luminosity, opacity, diffusion as well as the initial abundances of
He and other heavier elements. The absolute flux of each component of the
solar neutrino spectrum is however correlated to the Sun core temperature
T�, which describes the velocity of the nuclei in the solar plasma and thus
regulates the nuclear reaction rates.

Serenelli et al. [149] show that the flux of 8B, thanks to its strong tempera-
ture dependence, can be used as a “thermometer” to remove the dependence
of “environmental” parameters of the SSM (i.e. those directly affecting the
temperature profile) and highlight the parameters that act differently on the
individual components of the solar neutrino flux [35]. A weighted ratio of 15O
and 8B neutrino fluxes that is almost independent on temperature can be used
to isolate the linear dependence on the core abundance of C and N of CNO
neutrinos [35]

(
Φ(15O)

Φ(15O)SSM

)
/

(
Φ(8B)

Φ(8B)SSM

)0.785

=[
NC +NN

NSSM
C +NSSM

N

]
× (1± 2.6%(Diff)± 10.6%(Nucl)) (6.1)

where the “SSM” superscript indicates the SSM prediction. Therefore, a mea-
surement of the CNO neutrino flux can be converted into a measurement of
the abundance of C and N in the Sun core (NC and NN), with the uncertainty
given by a term due to the settling of heavy elements in the Sun core (Diff) and
the other (Nucl) due to uncertainties in the cross sections of the 7Be(p, γ)8B
and 14N(p, γ)15O reactions.

6.2 borexino sensitivity to cno neutrino

The detection of CNO neutrinos in Borexino is particularly challenging for
three main reasons. First, the CNO cycle is responsible for only ≈ 1% of the
total energy production of the Sun and as a consequence the flux of CNO
neutrinos is much smaller than for the neutrinos emitted in the pp chain. Sec-
ond, the electron recoil spectrum due to CNO neutrino interaction does not
show any peculiar spectral feature that would stand out in a spectral analy-
sis. Third, the signal of CNO neutrinos is always smaller than background
fluctuations event in the region where the CNO signal is maximum.

Figure 4.1 shows the expected contribution from both neutrino and back-
ground components to the Borexino spectrum. The spectral shape of the β
decay of 210Bi contaminations in the scintillator is very similar to the low en-
ergy part of the CNO neutrino spectrum, while for the higher energy tail of
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the ν(CNO) spectrum the main background are ν(pep) events and the cos-
mogenic 11C background. The CNO neutrino signal can thus be mimicked
by the interplay between the 210Bi and ν(pep) events distributions, and their
spectral degeneracy induces correlations in the analysis such that a spectral
fit of Borexino data has practically no sensitivity to a CNO neutrino signal.

In order to measure the rate of CNO neutrinos, the background rate due to
210Bi and pep events must be constrained. In this Section the sensitivity of
Borexino under different assumptions on the external constraints is discussed.
A simplified model of the sensitivity based on a simple rate analysis is outlined
in Sec. 6.2.1, while Sec. 6.2.2 presents the expected statistical uncertainty on
the CNO neutrinos rate along with the discovery potential of the experiment
for different configurations of the external constraints. The impact of an upper
limit on the 210Bi rate on the sensitivity to the CNO neutrinos rate is discussed
in Sec. 6.2.3.

6.2.1 Borexino as a counting experiment

The similarities in the event distribution of CNO neutrinos and 210Bi and
pep background make impossible to a spectral to resolve the tree component
individually. Given such limited sensitivity, it is possible to study the impact
of external constraints on the 210Bi and pep background on the sensitivity
to CNO neutrinos neglecting the information from the energy spectrum and
treating Borexino as a counting experiment.
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Figure 6.1: Left Panel: Expected Borexino spectrum assuming the rates predicted
by the HZ SSM for ν(CNO) and ν(pep) and a rate of 17.5 cpd/100 t for 210Bi. Right
Panel: Corresponding fraction of counts as a function of energy for selected spectral
components.

In the energy window between 0.79 and 1 MeV where the sum of 210Bi, pep
and CNO events dominates the spectrum (Fig. 6.1), the total number of events
is given by

Ntot = E · (εCNORCNO + εpepRpep + εBiRBi) (6.2)

where E is the exposure, Ri is the rate of the component i and the coefficient
εi is the fraction of events of i falling into the energy range under study.
Assuming to have an independent estimation of the rate of pep neutrinos
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(R̃pep ± σ̃pep) and of 210Bi (R̃Bi ± σ̃Bi) from Eq. 6.2 it is possible to obtain the
CNO neutrino rate and its uncertainty, that are given by

RCNO = Ntot
E · εCNO

− εBi
εCNO

R̃Bi −
εpep
εCNO

R̃pep (6.3)

σCNO = 1
E · εCNO

σNtot ⊕
εBi
εCNO

σ̃Bi ⊕
εpep
εCNO

σ̃pep (6.4)

For a given number of counts Ntot, both the CNO neutrino rate and its accu-
racy are thus determined by the independent estimations of the background
rate (R̃Bi, R̃pep) and their uncertainties (σ̃Bi, σ̃pep).

It is then possible to estimate the expected statistical error on the ν(CNO)
rate as a function of σBi and σpep assuming a plausible rate of 17.5 cpd/100 t
for 210Bi, the rate of pep neutrinos as predicted from the SSM and an exposure
of ≈ 3 years. The statistical uncertainty on the rate of CNO neutrinos is shown
as a function of the uncertainty on the 210Bi estimation in Fig. 6.2, where the
relative error on the ν(pep) rate has been set at 1 and 10%. The term σNtot

that takes into account statistical fluctuations in the total number of counts
has been evaluated with a toy-MC technique in order to consider residual
exposure in the 11C-tagged dataset.
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Figure 6.2: Left Panel Uncertainty of the CNO neutrino rate as a function of the
error in in the determination of the 210Bi and ν(pep) rate computed with a simple
rate analysis (Eq. (6.4)). Right Panel Expected statistical uncertainty on the CNO
neutrino rate as a function of the 210Bi rate accuracy computed using the same sim-
plified rate analysis a assuming a 10% (top) and 1% (bottom) precision on the ν(pep)
rate.

The left panel of Fig. 6.2 shows that the CNO uncertainty is limited by
the uncertainty on the 210Bi rate. Improving the precision on the ν(pep) rate
reduces the uncertainty on the CNO only when the 210Bi rate is known with
good precision.
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Including additional exposure will not bring significant improvement to
the CNO uncertainty: enhanced statistics will only affect the term σNtot in
Eq. (6.4), that represents a subdominant contribution as compared with the
uncertainty of the 210Bi rate. Figure 6.3 shows the resulting statistical uncer-
tainty for CNO considering from 6 moth to 5 years of exposure in addition
to the 3 years initially considered. The largest impact of the increased statis-
tics is visible where the 210Bi rate is known with good precision, while for
σ̃Bi ≥ 2.0 cpd/100 t the effect does not change significantly the result. This
way to consider additional exposure is of course over-simplistic. Systematic
uncertainties are not taken into account, as the fact that a spectral analysis
might benefit from increased statistics is not considered1: nevertheless, this
simplified model shows that increasing the exposure will not improve the sen-
sitivity as much as an accurate measurement of the background rate will.
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Figure 6.3: Statistical uncertainty of the CNO rate obtained with a simple rate anal-
ysis, considering from 6 month to 5 years of additional exposure assuming a 1% (left)
and 10% accuracy on the ν(pep) rate.

A simple rate analysis is at the cornerstone of the sensitivity of many ex-
periments: it is extremely useful to identify the key elements that can make
a measurement possible that are often masked by the complications brought
by more refined analysis method. Calling Borexino a counting experiment is
of course reductive, as it can exploit the specific spectral signature of signal
and background component. However this simplified model gives already a
feeling of the precision in the background estimation required to achieve a
given sensitivity to the CNO rate: the predictions of the HZ and LZ SSMs of
the CNO rate in Borexino ranges between 3.1 and 5.5 cpd/100 t, therefore a
value of σCNO . 1.5 cpd/100 t is needed to have an adequate sensitivity to the
CNO signal, and the contour plot on the left panel of Fig. 6.2 indicates the
accuracy in the background determination required to achieve it.

6.2.2 Sensitivity to CNO neutrinos with background constraints

The simple rate analysis discussed in the previous section shows that an inde-
pendent estimation of the background rate is crucial to improve the sensitivity
of the analysis to the CNO neutrino signal. In this section the effects of such

1 Even though the detector resolution is expected to decrease in time due to the progressive
reduction of the number of working PMTs.
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additional constraints to the multivariate analysis introduced in the previous
Chapters are discussed.

All the studies presented in this section considers the period of time between
July 2013 and May 20162 and have been performed assuming the rate of pep
neutrinos predicted by the SSM (2.80 cpd/100 t) and a rate of 17.5 cpd/100 t
for 210Bi. Six different configurations of the external constraints has been
considered: the rate of pep neutrinos has been constrained with an accuracy of
1% and 10% (0.028 and 0.28 cpd/100 t), while the precision of the constraints
on 210Bi is 20%, 14% and 10% (3.50, 2.45 and 1.75 cpd/100 t). These values
are within reach of the methods to obtain an independent assessment of the
background rate that are discussed in Sec. 6.3.

The statistical uncertainty achievable on the CNO rate when both the pep
and 210Bi background are constrained is presented in Sec. 6.2.2.1. The discov-
ery potential to a CNO neutrino signal is discussed separately in Sec. 6.2.2.2.

6.2.2.1 Statistical uncertainty of the CNO rate

The expected statistical uncertainty of the CNO neutrino rate achievable per-
forming the multivariate analysis developed in Chap. 3 has been evaluated in
the same way used to establish the sensitivity of the low-energy spectroscopy
of solar neutrinos presented in Sec. 4.3, i.e. performing thousands of simulta-
neous fit of pseudo–dataset and considering the width of the best fit estimate
distribution as the expected statistical uncertainty. These analyses has been
performed fitting of simultaneously the TFC-subtracted and tagged pseudo–
data considering the events energy spectrum and radial distribution. The
independent estimations of the 210Bi and ν(pep) background rate has been
folded in the analysis by adding two multiplicative Gaussian penalty terms to
the fit likelihood according to the procedure discussed in Sec. 3.2.1.

The resulting sensitivity to the CNO neutrinos signal combines the rate
analysis, recalled by the introduction of the external constraints on the back-
ground, with the events distribution shape information exploited by the fit.
The results on the expected statistical uncertainty are shown Fig. 6.4, where
the expectation from the rate analysis presented in the previous section is
also reported for comparison. The outcomes of this refined analysis are fully
compatible with the results of a rate analysis when the uncertainty on the
independent measurement of the 210Bi rate is better than ≈ 2.45 cpd/100 t,
while the impact of the shape information becomes non-negligible for looser
constraints. The improvement due to the spectral analysis depends on the
precision of the estimation of the ν(pep) rate.

The substantial agreement between the two analysis methods shown in
Fig. 6.4 clearly shows that the bulk of the sensitivity to the CNO neutrino
signal comes from a simple rate analysis, and that the spectral fit brings a

2 The first year and a half of Phase II has not been considered because there are evidence that
the concentration of 210Pb (and 210Bi) was not uniform in the detector. This fact would
prevent the measurement
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Figure 6.4: Expected statistical uncertainty on the rate of CNO neutrinos obtained
from a MV analysis with both the ν(pep) and the 210Bi rate constrained (Rate +
Shape analysis). The expectations from the rate analysis developed in Sec. 6.2.1 are
also shown for comparison.

mild improvement only if the constraint on the 210Bi rate is relatively loose.
This is a strong limitation of the analysis, as the estimations of the background
rate will almost determine the best fit value of the CNO rate and its uncer-
tainty. This also means that any possible bias in the determination of the
background will be transferred to the CNO measurement. In the rate analy-
sis scenario, the rate of 210Bi and pep are fixed by the mode of the external
constraints as the constraints are the only information on these parameters.
A bias on the mode of the constraints will hence transfer linearly to the CNO
reconstructed rate according to Eq. (6.3). The situation becomes slightly more
complicated when a real spectral analysis combined with some constraints on
the background is performed. In this case the shape information will be in ten-
sion with the constraints if the latter is biased, mitigating the impact on the
CNO extracted rate. Figure 6.5 shows the bias on the reconstructed CNO rate
induced by a difference between the injected 210Bi rate and the mode of the
constraint. As expected, the shape information mitigates the impact of bias
but only marginally. Independently from the analysis, a bias of 1 cpd/100 t on
the 210Bi rate results in a 0.5 cpd/100 t bias on the extracted CNO rate.

6.2.2.2 Discovery potential to a CNO neutrino signal

In the previous section it has been shown how the uncertainty on the CNO
rate can be reduced to the level of 1–3 cpd/100 t depending on the strength
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of the constraints on the background. This implies that the strength of the
CNO signal could differ from zero up to 3 (5) σs assuming the value predicted
by the LZ (HZ) Standard Solar Model. This information is however not what
should be used to claim the evidence for a signal as it indicates only the signal
strength and not the probability that the background can mimic a signal.

To properly assess the discovery power of the analysis a frequentist hypoth-
esis test has been performed using the profile likelihood ratio q0 as a test
statistics [142] (See App. A). In the search for the CNO signal two hypothesis
are considered: the null hypothesis H0 where only the background is present,
and the alternative hypothesis H1 that includes the presence of a signal in
addition to the background.

The significance of the signal is quantified by evaluating the compatibility
of the observed data with the background hypothesis H0 that is expressed
through a p-value. It is then useful to define the median discovery power of a
measurement as the median p-value obtained testing H0 under the assumption
of signal H1 as sketched in Fig. 6.6. This requires to know the PDF of q0 for
the background only hypothesis f(q0|no CNO) and in case of the presence of
a given CNO signal f(q0|HZ/LZ CNO).

The PDFs of the test statistics q0 have been obtained analysing pseudo–
dataset as discussed in App. A for both the simplified rate analysis presented
in Sec. 6.2.1 and the multivariate fit.

The discovery power has been estimated assuming the CNO neutrino rate
predicted by the HZ and LZ SSM under the same configuration of the external
constraints used to study the expected statistical uncertainty on the CNO rate
in the previous section. The results are shown in Fig. 6.7, where the discovery
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power for simple rate analysis and for the multivariate fit are indicated by
empty and filled marker respectively.

The discovery power depends on the strength of the signal and on the accu-
racy of the external constraints: an higher rate of CNO neutrinos, as well as
stronger constraints result in higher sensitivity. For an uncertainty on the pep
and 210Bi background rate of 0.0028 cpd/100 t and 2.45 cpd/100 t respectively,
in 50% of the case the significance of the CNO signal will be higher than 3σ
(2.1σ) for the CNO rate predicted by the HZ (LZ) SSM.

The difference between the median p-value from the rate analysis and the
one obtained including the spectral information gets smaller increasing the
precision of the pulls. This effect is coherent with the results on the CNO
statistical uncertainty presented in Sec. 6.2.2.1, indicating that the impact of
the shape information is larger when constraints are relatively weak while it
becomes negligible when external constraints gets more stringent.

6.2.3 Impact of an upper limit on 210Bi rate

The method for the independent measurement of the 210Bi rate presented in
Sec. 6.3.2 under less stringent assumptions can be used to provide an upper
limit to the 210Bi background, measuring the sum of the 210Bi rate and a
positive contribution that does not affect the region of the spectrum sensitive
to CNO.

This information is included in the analysis applying a constraint on the sum
of the 210Bi rate and an “invisible” term that acts as a nuisance parameter 3.
This construction of the constraint is equivalent to applying a one-sided Gaus-
sian penalty which enforces only an upper limit on the 210Bi rate. The upper
limit on the 210Bi rate is transmitted as a lower limit to CNO rate. Therefore,
if the method to measure the 210Bi rate gives exactly the rate of the 210Bi with
no additional contribution, the discovery power will be the same one obtained

3 An invisible parameter has been added to the fit model including a fictitious spectral com-
ponent with no entries in the energy range considered in the analysis and requiring its rate
to be positively defined.
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Figure 6.7: Median discovery power of a CNO neutrino signal as predicted by the HZ
and LZ SSM for different accuracies in the determination of the background rate. The
results from the rate analysis are indicated with empty markers, while those obtained
including the spectral information are reported using filled markers.

using a symmetric constraint on the 210Bi rate. This result has been confirmed
performing an hypothesis test analogous to the one described in Sec. 6.2.2.2.
The sum of 210Bi and the nuisance parameter has been constrained applying
a Gaussian penalty with mean given by the 210Bi injected rate and varying ac-
curacy. The results are shown in Fig. 6.8, where the discovery power obtained
from the rate analysis and applying a symmetric constraint are also reported
for comparison. In case the measurement of 210Bi background includes an
additional contribution the discovery power will decrease.

An upper limit on the 210Bi rate can be enough to claim for an evidence
of CNO neutrinos, but it will not allow to obtain a precise measurement of
the CNO rate that is needed in order to contribute to the solution of the solar
metallicity puzzle. Since a lower limit on the 210Bi background is not provided,
the upper limit of the CNO neutrinos rate will not be stringent. Figure 6.9
shows the distribution of the best fit estimates obtained from the fit of pseudo–
datasets applying a constraint of the pep neutrinos rate and leaving the 210Bi
rate free (Fig. 6.9a), constraining the 210Bi rate with a symmetric penalty
(Fig. 6.9b) and applying the upper limit described in this section (Fig. 6.9c).

The expected confidence intervals in Fig. 6.9c are asymmetric: for large
values of the CNO rate they are like those obtained leaving the 210Bi free,
while for small values the intervals reflect the ones returned by constraining
the 210Bi rate.
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Figure 6.8: Median discovery power obtained assuming the CNO rate predicted by
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6.3 strategy for an independent background assessment

The sensitivity studies presented in the previous Section shows that Borexino
has the potential to detect CNO neutrinos even in the case where the spectral
shape does not provide any information to the analysis, as long as the pep and
210Bi background rate can be independently assessed.

The rate of pep neutrinos can be constrained exploiting its connection with
the pp neutrino flux as already done in the analysis presented in Chap. 5, and
its accuracy can be improved by implementing a constraint based on solar
luminosity as explained in Sec. 6.3.1.

As regards the 210Bi background rate, a measurement can be achieved ex-
ploiting the equilibrium with its parent and daughter nuclei in the decay chain
as discussed in Sec. 6.3.2.

6.3.1 pep neutrino background estimation

Neutrinos from the pep reaction are produced at the beginning of the pp chain
but contributes for only ≈ 1% of the total production rate of 2H in the Sun,
while most of it is due to the reaction generating pp neutrinos.

The ratio Φpp/Φpep is well known and basically fixed by nuclear physics. For
the reactions generating pp (Eq. 1.30) and pep (Eq. 1.31) neutrinos the matrix
element entering in the cross section calculation is the same and the dominant
difference in the thermal averaged cross section 〈σv〉 (Eq. 1.29) is given by the
phase space available. Since pp and pep neutrinos are produced almost in the
same region of the Sun the proton density for the two reactions is very close.
Thus, recalling Eq. (1.29) describing the reaction rate between two nuclei in
the Sun, the ratio between the rate of the pp and pep reaction results basically
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Figure 6.9: Distribution of the 210Bi and CNO best fit estimates obtained fitting
thousands of pseudo-datasets applying a 10% constraint on the pep rate and leaving
the 210Bi free (a), constraining it with a 14% precision (b), and imposing an upper
limit (c).

determined by the ratio of the reactions phase space [151]. This fact motivates
the approach adopted in [132] that has been used also in Chap. 5 to constraint
Φpep and improve the sensitivity of Borexino to the CNO signal.

The accuracy on the pep neutrino flux can be further improved if an addi-
tional constraint based on the solar luminosity is also implemented. The idea,
formalized by Bahcall in [146] and recently reviewed in [144], consists in en-
forcing the equivalence between the solar luminosity observed in the neutrino
channel and in the well measured photon channel. In this way it is possible
to invert Eq. 5.5 and obtain a constraint on the sum of the neutrino fluxes.
Since the precision on the solar photon luminosity is of the order of ≈ 4h
and the one of the α coefficient is of the order of ≈ 1h, given the current
accuracy on the other solar neutrino fluxes, a ≈ 1% uncertainty on Φpp can
be achieved [132, 152]. Constraining the ratio between the Φpp and Φpep leads
to an accuracy of ≈ 1% on the pep rate as well.

The correspondence of the neutrino and photon luminosity relies on the
following assumptions[143]:

• The energy in the Sun is produced only by hydrogen burning through
the pp chain and the CNO cycle, therefore excluding exotic phenomena
that might contribute to the total solar power.

• The Sun in in equilibrium, thus the observed luminosity is constant over
a ∼ 105 years time scale

• 2H and 3He are in local kinetic equilibrium in the Sun, meaning that their
creation and destruction rate are equal. Which is a good approximation
since the mean lifetime of 2H and 3He in the solar core is of ∼ 10−8 and
∼ 105 years respectively, to compared to the ∼ 1010 years long lifetime
of a proton that set the Sun evolution time scale.
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These assumptions are considered solid in the current framework of our knowl-
edge of the Sun and will be used in the following.

It is worth to notice that the luminosity constraint is not significantly af-
fected by the Sun metallicity. Indeed the SSM predictions of the pp and pep
neutrino fluxes, which include the luminosity constraint in its construction,
differ for . 1% between the HZ and LZ SSM.

6.3.2 Measurement of 210Bi background rate

The 210Bi background comes from contaminations in the liquid scintillator left
after the purification campaign in fall 2011. The background due to the short-
living 210Bi (τ = 7.2 days) in Borexino is supported by its long-living parent
nucleus 210Pb (τ = 32.2 years). The presence of other isotopes from the 238U
chain is not substantiated by any evidence: especially, the long-living 226Ra
nor 222Rn, easily detectable trough the 214Bi–214Po fast coincidence following
their decays, were never observed in the fiducial volume during the entire
Phase II.

Bismuth-210 decays into 210Po via β-decay generating events in Borexino
with a spectrum very close to the one expected from a CNO signal. The
daughter nucleus 210Po terminates the chain by decaying on the stable 206Pb
by emitting a 5305 keV α particle with a lifetime of 199.6 days, thus it is
possible to summarize the expected chain of decays in the liquid scintillator
as

210Pb β−−→
32 y

210Bi β−−−→
7.23 d

210Po α−−−−→
199.6 d

206Pb (stable) (6.5)

Considering a situation in which only 210Pb is present and no source for
either one of the isotopes considered in Eq. (6.5), the evolution of the activity
can be computed by solving a system of Bateman equation, whose solution
is shown in Fig. 6.10b. Given its very short lifetime 210Bi immediately reach
the secular equilibrium with the parent 210Pb, followed by 210Po for its longer
lifetime.

The 210Bi and 210Po are thus expected to follow the same time evolution of
the parent 210Pb contamination, which decays exponentially with a lifetime
of 32.2 years. In principle it is possible to exploit this feature to separate
the 210Bi from the ν(CNO) signal, but, as it will be shown in the Sec. 6.6,
this would require a long data taking period under very stable conditions. A
measurement of the 210Bi background rate can also be achieved by measuring
the 210Po daughter rate. This method was first suggested by Villante et al. in
[153] and it is particularly interesting because 210Po α decays can be identified
on a event–by–event basis exploiting the pulse shape discrimination classifier
presented in Sec. 2.6.4.1.

At the end of the purification campaign a large, out of equilibrium contam-
ination of 210Po was present in the scintillator. When the initial rate of 210Po
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Figure 6.10: (a) Decay chain of 238U following 226Ra. For each isotope the main decay
mode is shown, along with the energy of the α particle or the β spectrum end-point.
The isotopes for which there are evidence of presence inside Borexino are highlighted
using a shaded grey area. (b) Expected evolution of the rate of 210Pb, 210Bi and
210Po in case of an initial contamination of 210Pb. The trend of 210Pb is masked by
the one of 210Bi that immediately reach the equilibrium with the parent nucleus.

is different from zero and assuming no sources of 210Bi and 210Pb, the time
evolution of the 210Po rate can be expressed as

RPo(t) =
(
R

(u)
Po −R

(s)
Po

)
e−t/τPo +R

(s)
Po (6.6)

where the R(s)
Po indicates the 210Po rate supported by the 210Pb decay chain

and in equilibrium with 210Bi, while R(u)
Po stands for the unsupported initial

contamination. The supported 210Po rate can thus be obtained from a fit of the
time evolution of the 210Po rate like the one sketched in Fig. 6.3.2, providing
an indirect measurement of the 210Bi event rate.

The accuracy in the determination of the 210Po supported rate depends on
the magnitude of the initial out-of-equilibrium contamination, on the mass
of the considered fiducial volume and on the observation time. Figure 6.3.2
shows the projected sensitivity on the 210Po supported rate as a function of
the fiducial volume mass and of the observation time. This result has been
obtained fitting simulated pseudo–dataset that were generated assuming the
model in Eq. (6.6), with an unsupported rate of 50 cpd/100 t and a supported
rate of 17.5 cpd/100 t. According to this study, an accuracy of the order of
10% (corresponding to 1.75 cpd/100 t) on the supported rate can be achieved
in approximatively 8 months of data taking if the 71.3 t pep fiducial volume is
used.

This method is considered the most promising strategy to improve the sensi-
tivity to the CNO neutrino signal, but despite appearing quite straightforward,
relies on a set of assumptions that will be discussed in detail in Sec. 7.1 and
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must be verified. As an example, Eq. 6.6 was derived assuming the spatial
uniformity of 210Po that in reality depends on the motion of the fluid inside the
detector caused by thermal instabilities. The convective motion of the fluid
may indeed carry the 210Po emanated by the nylon of the inner vessel towards
the detector centre where the fiducial volume is defined, providing continuous
contribution of unsupported 210Po to the overall 210Po rate.

The collaboration made a huge effort to stop the fluid motions through a
complete thermal stabilization of the detector that is described in the next
Chapter. The possibility of a continuous injection of unsupported 210Po into
the fiducial volume motivated the development of a method to identify the
region of the detector where this effect has the minimum impact. The method
is discussed in Sec. 7.5, but it is important to notice that finding regions of
the detector where the migration of 210Po has the minimum impact does not
mean this effect is not present.

6.4 impact of purification

In this section the impact of a new purification campaign on the sensitivity to
a CNO neutrinos is discussed.

A further purification of the liquid scintillator can reduced the content of
210Bi, but the shape of its energy spectrum will still be degenerate with the
one due to CNO neutrinos and thus a lower content of 210Bi does not bring
an improvement to the sensitivity. A prove of this is visible in Fig. 6.13, that
shows the distribution of the 210Bi and CNO rate reconstructed performing a



124 the search for cno neutrinos in borexino

multivariate analysis on pseudo–datasets when the pep neutrino rate has been
constrained with a 10% accuracy and the rate of 210Bi is assumed to be as low
as 10, 5, 2 and 0 cpd/100 t.

Thus, in order to acquire some sensitivity to the CNO signal, an indepen-
dent evaluation of the 210Bi background rate is still needed. From an study
analogue to the one presented in Sec. 6.2.2.1 it has been found that even with
a smaller background the statistical uncertainty of the CNO rate can still be
described quite accurately with the rate analysis sketched in Sec. 6.2.1 when
the background rate of both 210Bi and pep neutrinos is constrained. It is
worth to notice that in this framework the accuracy on the CNO depends on
the absolute values of the background uncertainties (Eq. 6.4), thus the relative
accuracy in the determination of the 210Bi rate can be lower.
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Figure 6.13: Distribution of the 210Bi and CNO best estimates obtained performing a
multivariate fit on ensembles of pesudo-dataset. The pesudo-data have been simulated
injecting a 210Bi rate of 10, 5, 2 and 0 cpd/100 t.

A smaller contamination of 210Bi without external constraints will not im-
pact the discovery power of the experiment, but can in principle improve the
upper limit on the CNO rate. A more stringent limit on the CNO neutrino
flux may be important to exclude the HZ SSM prediction and to confirm the
most recent observation of photospheric chemical abundances. Figure 6.14
shows the distribution of the 95% C.L. upper limit obtained from the analysis
of pseudo-datasets generated assuming the CNO rate as predicted by the LZ
SSM and a 210Bi background of 10, 5, and 2 cpd/100 t. Reducing the 210Bi
background, the median of the upper limit distribution tends to lower values,
passing from 8.4 cpd/100 t for a 10 cpd/100 t 210Bi rate to 5.6 cpd/100 t when
210Bi is reduced to 2 cpd/100 t. The comparison with the rate of CNO neu-
trinos expected from the HZ SSM shows that the probability of excluding its
central value is not very significant.

6.5 impact of systematic uncertainties

The sensitivity studies presented in Sec. 6.2 showed that the bulk of the sen-
sitivity to a CNO signal comes from the simple rate analysis introduced in
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Sec. 6.2.1 and the spectral information only plays a mild role when the back-
ground rate is known with poor accuracy. This is a severe limitation of the
analysis since it means that the data provide only a marginal amount of infor-
mation and that the measurement is practically determined by the estimation
of the background rate.

In this framework, the impact of systematic uncertainties connected with
the modelling of the detector response discussed in Sec. 4.4 is expected to
be small, but the importance of the shape of the 210Bi β spectrum becomes
more relevant. The coefficient ε210Bi will be altered by any distortion of the
210Bi spectrum, including those which do not affect the small energy window
where most of the sensitivity to the CNO comes from (Fig. 6.1). Indeed,
a measurement of the 210Bi background through the 210Po supported rate
provides the integral rate of 210Bi, regardless of the energy distribution of
the produced electrons. Therefore a distortion of the energy spectrum, even
below the detection threshold of the original 210Bi spectrum measurement in
[133], will affect the reconstructed number of 210Bi events in the CNO region of
interest producing a bias in the CNO reconstructed rate. This effect motivates
even more the current efforts for a new, low threshold measurement of the 210Bi
spectrum that are pursued by the Dresden and St. Petersburg-PNPI groups
of the Borexino collaboration.

Possible systematics affecting the determination of the background rate con-
tribute to the overall error budget in the same way the statistical errors of the
estimation of the pep and 210Bi rate do. It is then possible to include the sys-
tematic uncertainties on the background rate in the total uncertainties σ̃pep
and σ̃210Bi that are used to constrain it.
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6.6 time analysis

In this section an alternative method to improve the sensitivity to CNO neutri-
nos is presented. The method exploits the different time evolution of the 210Bi
background and of the CNO neutrino rate to constrain the two components
and break their correlation.

From the considerations presented in Sec. 6.3.2, if the 210Pb is uniformly
distributed in the detector, the rate of 210Bi is decays exponentially with the
lifetime of the parent 210Pb nucleus. On the other hand, also the rate of neu-
trino components is not constant in time since the eccentricity of the Earth
orbit around the Sun gives a sensible seasonal modulation to the measured neu-
trino flux [116], while the rate of 11C is affected by the temperature variations
of the atmosphere [154].

To understand the contribution to the sensitivity of the time information a
simplified analysis model has been developed. All the components of the spec-
trum have been considered constant with the exception of 210Bi that decays
with τ = τ210Pb = 32.2 years. The evolution of the event rate within a given
energy range w is shown in Fig. 6.15a and expressed as

R(t) = fDCM ×
∑
i

εi(w)Ri(t)

= fDCM ×

εBi(w) ·R(0)
Bi · e

−t/τPb +
∑
i 6=Bi

εi(w)Ri

 (6.7)

where the index i runs over the components of the Borexino signal, Ri and
εi(w) indicates the corresponding rate and fraction of events in the energy
range w, M is the fiducial volume mass and fDC represents the duty cycle of
the measurement.

If the considered time interval is divided into two halves each long ∆t, it is
possible to show that the difference between the number of events recorded in
the first (N1) and in the second half (N2) is

∆N(w) = N1(w)−N2(w) = fDCMεBi(w)R0
Bi∆t [1− exp (−∆t/τPb)] (6.8)

from which one can obtain the rate of Bi as

RBi ≈
∆N(w)
MεBi(w) ·

τPb
(∆t)2 (6.9)

where the approximation ∆t� τPb is used. The corresponding uncertainty is

σBi ≈
√
N1(w) +N2(w)
fDCM · εBi(w)

τPb
(∆t)2 (6.10)

from which it is possible to see that the sensitivity to the 210Bi decay is in-
versely proportional to the squared of the observation time, to the exposure
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per unit time (fDCM) and to the fraction of 210Bi events considered in the en-
ergy range under study (εBi). Given its peculiar spatial evolution (Sec. 7.2.2),
210Po has not been considered in this study as it is removed supposing a
100% efficient α/β discrimination based on the MLP parameter presented in
Sec. 2.6.4.1. Assuming the rates measured in [119, 135] for the neutrino and
background components and a plausible rate of 17.5 cpd/100 t for 210Bi it is
possible to have a rough estimation of the sensitivity of the time analysis: con-
sidering the small energy range between the ν(7Be) shoulder and the 11C peak
used in the rate analysis for the sensitivity to CNO neutrinos in Sec. 6.2.1 and
shown in Fig. 6.15b, the error on the 218Bi rate obtained from the simplified
time analysis is 21.7, 10.6 and 7.5 for 5, 8 and 10 years of data taking respec-
tively. The sensitivity to the time decay strongly depends on the fraction
of 210Bi events εBi(w) considered in the analysis: indeed, if one considers an
energy interval including the low energy part and extended up to the 210Bi
endpoint (340–1340 keV, labelled LE+ in Fig. 6.15b), the uncertainties for 5,
8 and 10 years become respectively 11.1, 5.4 and 3.9 cpd/100 t.
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Figure 6.15: (a) Expected counts in the two halves of a 10 years long data taking.
The count evolution is also shown. (b) Regions of the energy spectrum considered for
the sensitivity study of a time analysis. The 210Bi component is highlighted with a
green filled area and the 210Po has been removed supposing a 100% efficient α/β pulse
shape discrimination. The red shaded area (CNO window) indicates the energy range
used in Sec. 6.2.1 for the simple rate analysis, while the blue one (LE+) includes a
larger fraction of 210Bi and is therefore more sensitive to the time behaviour.

The time information can thus provide a substantial contribution to the
sensitivity to the 210Bi rate if the data taking in stable conditions is longer
than 8–10 years. To study in detail the impact of time to the analysis when
combined with the spectral information, the time variable has been added to
the MV analysis developed in Chap. 3. Figure 6.16 shows the projection of
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the PDF4 in the time-energy space for 210Bi, which decays with τ210Pb, and
for pep neutrino, where a seasonal modulation with a 7.1% amplitude [116]
has been imposed.
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Figure 6.16: Projection of the multivariate PDFs in the energy-time space for 210Bi
and pep neutrinos (note that the PDFs are shown in linear scale).

The sensitivity to the 210Bi decay has been evaluated in the same way pre-
sented in Sec. 4.3, i.e. generating thousands of pseudo–datasets injecting the
rate measured in Phase II [119, 135] and building the distribution of the best
fit estimates. In this study, for each dataset a simultaneous multivariate fit on
the TFC-subctracted and tagged datasets has been performed considering the
events radial position r3 in the energy range between 290 and 937Nh, while
the time information is studied in the LE+ energy window (Fig. 6.15b) us-
ing 6 months width bins5. The improvement brought to the 210Bi sensitivity
by the time information is clearly visible in Fig. 6.17: the top panel shows
the distribution of the best fit estimates obtained fitting pseudo-datasets gen-
erated with an exposure of 5, 8 and 10 years without considering the events
time distribution. In the panel the distributions are obtained including the
time in the analysis. Including the time behaviour to the analysis lead to an
accuracy in the 210Bi as good as 2.7 cpd/100 t for a 10 years long exposure
without imposing any constraint on the pep rate. Also the sensitivity to CNO

4 The PDFs used in this study have been built without considering the change of the detector
response in time, and in particular the loss of resolution due to PMTs failures. However, as
discussed in Sec. 6.2.2, the spectral information is not expected to affect significantly the
sensitivity to CNO neutrinos and therefore these PDFs allows a reasonable approximation
of the actual sensitivity.

5 The use of a 6 months binning in the time dimension has the effect to damp the seasonal
modulation of 11C and of the neutrino components if not in phase with the calendar. It
can be shown that including this information (i.e. using shorter time bins) contributes only
marginally to the sensitivity to 7Be, while it brings an even smaller improvement to CNO
and pep neutrinos.
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neutrinos is improved, although the residual correlation with the pep neutrino
rate limits the uncertainty at 3.0 cpd/100 t. It is important to stress that this
result has been obtained under the optimistic assumption that the detector
resolution remains stable over such a long period of time, but on the other
hand it is reasonable to expect that the time analysis would not be strongly
affected by a loss of resolution.
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Figure 6.17: Distribution of 210Bi and CNO best fit estimates obtained analysing
pesudo-datasets without considering the time information (a) and considering it in
the fit (b). No external constraints is applied in the analysis.

The accuracy of the 210Bi and CNO rate can be further improved if one
constrained the pep neutrino rate, which enhance the sensitivity to the spec-
tral shape as shown in Sec. 4.3. In addition, the time analysis can also be
optimized. Equation (6.10) indicates that the accuracy of the rate is inversely
proportional to the mass of the liquid scintillator considered, thus a larger
fiducial volume would improve the sensitivity to the 210Bi decay in time. A
similar situation was faced in the search for the seasonal modulation of the
7Be neutrino signal [116], for which a 98.6 t fiducial volume was defined (see
Sec. 2.6.2). A preliminary analysis performed using this extended fiducial
volume shows that for a 10 year long data taking, under the assumptions of
stable energy resolution, the rate of 210Bi and CNO neutrinos can be measured
with a statistical accuracy of 2 and 1.6 cpd/100 t respectively if the pep rate
is constrained with a 10% precision.

These projections, although relying on some optimistic assumptions, indi-
cates that the events time information can improve the measurement of 210Bi,
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but only if the data taking will extend beyond 2022, motivating possible more
refined future analyses. With the current dataset the inclusion of time in
the multivariate analysis does not bring significant improvement to the 210Bi
sensitivity, therefore most of the collaboration efforts are devoted to obtain a
measurement of the 210Po rate as an indirect estimation of the 210Bi rate.

6.7 conclusions

The search for CNO neutrinos is currently one of the most prominent topic
in solar neutrino physics. Borexino, with its unique radiopurity, is the only
running experiment with the potential to study CNO neutrinos, but such an
analysis is severely affected by the strong correlation induced by the degeneracy
between the energy distribution of CNO events and the sum of 210Bi and pep
contributions.

In order to break the correlations, the pep and 210Bi background rate must
be independently constrained. A detailed sensitivity study has been performed,
showing that if the background is constrained the bulk of the sensitivity to the
CNO neutrino signal comes from a simple rate analysis. The multivariate anal-
ysis used to obtain the results presented in the previous chapter only brings
mild improvement on the sensitivity when the accuracy of the constraints on
the background rate is relatively loose. The statistical uncertainty on the
CNO rate depends on the uncertainty in the determination of the 210Bi and
pep background. If the 210Bi and pep neutrinos rate are constrained with a
2.45 cpd/100 t and 0.028 cpd/100 t accuracy, in 50% of the cases CNO neutri-
nos can be detected with a significance higher than 3σ if the CNO neutrino
flux is the one predicted by the HZ SSM. The median significance is reduced
to 2.1σ for the CNO flux expected by the LZ SSM. The sensitivity does not
improve significantly if a new purification campaign further reduce the 210Bi
content, since the it will not remove the degeneracy of the events distribution
shapes.

It is then crucial to obtain an independent assessment of the background.
The rate of pep neutrinos can be constrained exploiting its relation with the
pp neutrino rate using solid argument from nuclear physics, as already done
in the analysis presented in the previous Chapter. The uncertainty on the
pep rate can be reduced to a few per-cent level by imposing an additional
constrained based on solar luminosity.

The 210Bi background is supported by the its long-living parent 210Pb (τPb =
32.2 yr). If 210Bi is in equilibrium with 210Pb it decays with the same lifetime
of the parent nucleus. It has been shown that it is possible to break the
correlation with the CNO rate exploiting the different time evolution of the two
components, but it would require a 10 year long under stable conditions and it
does not improve the sensitivity with the current dataset. The most promising
method to constrain the 210Bi background relies on a measurement of the
210Po daughter, which is expected to be in equilibrium with the 210Pb chain.
Polonium-210 events are efficiently tagged using pulse shape discrimination
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techniques, but this measurement is complicated by fluid motions inside the
detector that affects the its spatial distribution as it will be discussed in the
next Chapter.





C H A P T E R 7
T OWA R D S A D E T E R M I N AT I O N O F T H E 2 1 0 B i
B AC KG RO U N D

The measurement of the 210Bi background rate has a crucial impact on the
sensitivity to the CNO neutrino signal. The most promising strategy that
is currently pursued by the Collaboration relies on the equilibrium between
210Bi, its parent nucleus 210Pb and the 210Po daughter that allows to extract
the 210Bi rate from a measurement of the 210Po which can be tagged with high
efficiency thanks to pulse shape discrimination techniques.

In this Chapter the strategy for the measurement of the 210Po rate sup-
ported by the 210Pb decay chain is described along with some preliminary
results. Section 7.1 recalls the link between the 210Bi and 210Po contamina-
tions, making explicit the underlying assumptions that must be verified. The
210Po distribution inside the detector is discussed in Sec. 7.2, where the role
of fluid motion which transport 210Po along the detector is highlighted. The
complex dynamic of the 210Po concentration makes it very difficult to obtain
a stationary model of the 210Po spatial distribution, but in Sec. 7.3 it is shown
that in a volume where both the 210Po concentration gradient and Laplacian
are zero the rate of 210Po should be only due to the contribution of the term
supported by the 210Pb chain. After a short presentation of a method devel-
oped within the collaboration to reconstruct the 210Po density minimum in
Sec. 7.4, Sec. 7.5 describes the development of a model-independent method
to identify “plateau” region that satisfies the criteria discussed above. Pre-
liminary results of the application of this method on the Borexino data are
reported in Sec. 7.6.

7.1 the method concepts and fundamental assumptions

The most promising method to achieve an independent measurement of the
210Bi in Borexino was suggested in [153] and has been briefly introduced in
Sec. 6.3.2. It relies on the equilibrium of 210Bi with its parent nucleus 210Pb
and its 210Po daughter, that can be reached given the very long lifetime of
210Pb (32.2 years) compared to the one of 210Bi and 210Po (7.2 and 199.6 days
respectively). If the equilibrium is reached, the rate of 210Bi is equal to the rate
of 210Po, that can be measured with good accuracy exploiting the MLP–based
pulse shape discrimination tagging of its α decay into the stable 206Pb.

133
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The rate of the isotopes belonging to the 210Pb chain can be computed
by solving a system of coupled differential equations, each one describing the
evolution of the activity Ai of the isotope i as

dAi
dt = −Ai

τi
+ Ai−1

τi−i
+ Si (7.1)

where Ai−1 indicates the activity of the parent nuclei and S is a generic source
term which accounts for the possible migration of i nuclei inside the considered
fiducial volume.

In order to exploit the link between the 210Pb, 210Bi and 210Po emerging
from the system of differential equations in (7.1) and extracting information
on the 210Bi rate the following working assumptions are made:

i 210Pb is out of equilibrium
The radioactive contaminations in the liquid scintillator does not include
isotopes above 210Pb in the 238U decay chain. As already discussed in
Sec. 6.3.2, this hypothesis is supported by the fact that fast coincidences
due to 214Bi–214Po decays indicating the presence of 222Rn were not
observed after the last purification campaign.

ii No source of 210Pb
The amount of 210Pb in the liquid scintillator is fixed except from its nat-
ural decay and no further release of 210Pb happened. A possible source
can be the nylon of the inner vessel, which has a large contamination of
210Pb that could in principle diffuse into the scintillator. This possibility
is very unlikely, since the detachment of 210Pb from nylon is not reported
in literature. In addition, a constant release of 210Po in the scintillator
would cause an increase of the 210Bi concentration that is not observed
in the data up to May 2016.

iii No source of 210Bi inside the Fiducial Volume
Possible mechanisms injecting 210Bi into the fiducial volume must be
excluded, leaving only the 210Bi generated by the 210Pb originally present
in the liquid scintillator. As for 210Pb, 210Bi could in principle diffuse
from the inner vessel nylon into the fiducial volume, but even if this
effect, never reported in literature, actually happens, its short lifetime
would prevent the detached 210Bi to reach the fiducial volume.

iv The inner vessel is the only possible source of 210Po
Contrarily to 210Pb and 210Bi, 210Po can detach from nylon and diffuse
through materials, thus the inner vessel provides a constant injection of
210Po into the liquid scintillator.

v No dust contaminations are present inside the liquid scintillator
Dirty materials, possibly stuck on the inner vessel nylon, must not diffuse
inside the liquid scintillator. This assumption is justified by the fact that
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no 222Rn events, indicating some traces of 238U, were never detected after
the last purification campaign.

Under these assumptions, it is possible to extract the amount of 210Bi
present in the scintillator from a measurement of the evolution of the 210Po
activity described by

dAPo
dt = −APo

τPo
+ ABi
τBi

+ SPo (7.2)

The 210Po source term makes the problem non-trivial, but in case this term
is zero inside the fiducial volume and only 210Pb pollutes the liquid scintillator
at t = 0, then the three species of interest reach the equilibrium in ≈ 2 years as
shown in Fig. 6.10b. As already mentioned in Sec. 6.3.2, a large contamination
of 210Po was present in the scintillator at the beginning of Phase II: if one con-
siders an initial concentration different from zero, Eq. (7.2) can still be solved
(assuming a null source term) yielding the evolution of the rate described by
Eq. 6.6

RPo(t) =
(
R

(u)
Po −R

(s)
Po

)
· e−t/τPo +R

(s)
Po (7.3)

where the rate evolution is described by two terms: a supported term R
(s)
Po ,

which is due to the decay of 210Bi in equilibrium with 210Pb, and an unsup-
ported contribution R(u)

Po that indicates the initial, out–of–equilibrium contam-
ination.

Therefore, in absence of a source term, the 210Po rate inside a given fiducial
volume is expected to decrease exponentially and reach a plateau given by the
contribution supported by the 210Pb chain. Figure 7.1 reports the evolution
of the 210Po inside the 7Be fiducial volume starting from the beginning of
Phase II: after an initial exponential decay the 210Po rate does not stabilize
but shows large fluctuations. This behaviour is explained by the emergence of
the source term contributions that are discussed in the next section.

Figure 7.1: Evolution of the 210Po rate inside the 7Be FV (r < 3.02 m, |z| < 1.67 m)
since the beginning of Phase II. Courtesy of N. Rossi.
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7.2 spatial evolution of 210Po

The peculiar spatial distribution and evolution of 210Po play a central role
in the efforts to obtain some indications on the 210Bi rate. In this section
an overview of the 210Po rate spatial dynamic is outlined, starting from the
simplest case in which only diffusive motions are considered (Sec. 7.2.1). Sec-
tion 7.2.2 presents the 210Po data, from which the relevance of the role of
the detector fluid dynamics emerges clearly. The collaboration undertook un-
precedented efforts in order to understand the fluid behaviour, that is driven
by local changes in the detector temperature profile. Section 7.2.3 describes
the operations made to damp the temperature effects in the detector, while
Sec. 7.2.4 briefly presents the status of the fluid dynamics simulations per-
formed by the Milano-Politecnico and LNGS groups in order to understand in
detail the detector fluid dynamics.

7.2.1 Diffusive case solution

In this section the ideal case of 210Po detaching from the inner vessel nylon
and diffusing inside the liquid scintillator is treated. In this situation the
vessel material represents a constant, static source term in Eq. 7.3, but it is
not expected to prevent a measurement of the 210Po supported rate. Indeed,
if one considers a situation where only 210Po diffusing from the surface of a
sphere is present, the Flick’s diffusion equation reads

∂nPo (x , t)
∂ t

= D∇2nPo (x , t) − nPo (x , t)
τPo

(7.4)

with nPo indicating the 210Po spatial density. It can be shown that Eq. 7.4
has solution

nPo (x , t) = n
(0)
Po

sinh(r/λ)
r/λ

e−t/τPo (7.5)

where n(0)
Po is the density of 210Po on the inner vessel surface and λ is the dif-

fusion length, defined as
√
DτPo with D indicating the diffusion coefficient of

210Po. The diffusion length represents the characteristic scale interested by the
210Po diffusion: since the diffusion coefficient for 210Po in hydrocarbon –which
has a structure similar to the Borexino scintillator– is ≈ 2× 10−5 cm−2s−1,
the diffusion length results to be ≈ 20 cm, thus a fiducial volume cut selecting
the innermost part of the detector can be enough to remove the 210Po diffusing
from the inner vessel nylon.

7.2.2 Temperature instabilities effect

In the aftermath of the purification campaign that took place in 2010-2011, the
210Po concentration was ≈ 800 times larger than the one of 210Bi. As discussed
in the previous sections, the 210Po was expected to decrease exponentially and
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eventually reach a plateau throughout the detector, with the exception of the
region closer to the vessel that is interested by the diffusion from the nylon.

Events due to 210Po decay can be effectively tagged on a event by event basis
exploiting the MLP pulse shape parameter introduced in Sec. 2.6.4.1. 210Po
events has been selected from the data by considering the candidates having
MLP < 0.05 and with an energy compatible with the 210Po peak.

Figure 7.2 shows the evolution of the 210Po rate within a 2.75 m radius
sphere divided in 31 iso-volumetric layers for the first three years and a half of
Borexino Phase II: after an initial decrease seemingly uniform in the detector,
a striking “seasonal” migration of 210Po appears.
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Figure 7.2: Evolution of the 210Po rate within 31 iso-volumetric layers of a 2.75 m
radius sphere for the first 1250 days of Borexino Phase II. The histogram has been
smoothed to make the seasonal migration effect more clear.

These effects were explained as due to fluid motion caused by temperature
instabilities inside the detector. In fact, the motion of the fluid can bring the
210Po from the regions close to the inner vessel where it is emanated towards
the detector centre. In order to stop the 210Po migration inside the innermost
part of the detector, it was crucial to understand the thermal behaviour of
Borexino to stabilize the detector.

7.2.3 Thermal stabilization of the detector and impact on the 210Po migration

Before proceeding with any action aiming to stabilize the detector tempera-
ture profile, the temperature gradient needed to be studied. The Borexino
temperature profile develops in the vertical direction, having its minimum at
the bottom –where it is in contact with the basement– and growing monoton-
ically with the height. Temperature variations in the experimental hall due
to seasonal effects or to other experimental activities can significantly alter
the temperature gradient and activate fluid motion responsible for the 210Po
migration.
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To carefully monitor possible instabilities in the temperature profile the
Latitudinal Temperature Probe System (LTPS) was installed [155, 156]: con-
sisting of 54 probes placed both inside and outside the stainless steel sphere as
sketched in Fig. 7.3, it provides a vertical profile monitoring with an azimuthal
resolution of 180◦ that is fundamental to understand the thermal behaviour
of the detector.

Figure 7.3: Sketch of the Lat-
itudinal Temperature Probe
System positioning. Picture
from [155].

The effect of the environmental temperature variations emerges clearly from
Fig. 7.4 where the trends of the temperature recorder by 14 probes located in
re-entrant tubes extended into the detector buffer are reported. In the first
period of operation of the temperature monitor large fluctuations affect the
top part of the detector, while in the bottom the effect is attenuated.

The temperature profile changes significantly when the activities for the de-
tector stabilization began. The first step, occurred in May 2015, consisted in
insulating the detector by wrapping the entire surface of the Water Tank with
a 20 cm double layer of mineral wool. Shortly after, the loop continuously
changing fluxing water in the external tank was stopped, allowing the bot-
tom of the detector to cool down through heat exchange with the basement.
As a further contribution to the temperature stability, the Active Gradient
Stabilization System or Temperature Active Control System1 (TACS) was
installed. This system consists of twelve independent water loop circuits op-
erating at controlled temperature, was mounted on the uppermost part of the
Water Tank that is the most affected by environmental temperature changes.
Between November 2018 and January 2019, the TACS was upgraded with the
installation of two additional pipe rings covering part of the detector at smaller
latitude.

1 In this thesis the active control system will be referred to as TACS and not as Active Gradient
Stabilization System since its acronym AGSS is also used to indicate the set of spectroscopic
observations of the Sun photosphere that is used as an input in the LZ SSM.
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Figure 7.4: Evolution of the temperature inside the detector outer buffer recorded by
the probe system. The quota of the different probes is sketched on the left panel.

The temperature stabilization visible in Fig. 7.4 has a clear impact on the
210Po migration. Figure 7.5 shows the evolution of the 210Po rate inside in
the same volume of Fig. 7.2 but using the data acquired after the insulation
operations. Soon after the beginning of the insulation operations and the water
loop stop, the macroscopic seasonal effect disappeared and 210Po became more
uniform throughout the detector.
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Figure 7.5: Evolution of the 210Po spatial distribution during the thermal stabilization
of the detector. Polonium-210 events are selected in 31 iso-volumetric layers of a
2.75 m sphere as done in Fig. 7.2. Immediately after the beginning of the insulation
and the stop of the water loop the seasonal motions still evident in 2014 are damped.

The stabilization of the detector accomplished its primary goal to stop the
macroscopic migration of 210Po caused by the seasonal variation of the exper-
imental hall temperature. However it is premature to say that it is enough
to stop the fluid motion in the detector. As one can see from Fig. 7.5, the
bottom part of the detector shows a larger 210Po higher than the top part and
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the “cleanest” region remains confined in the top hemisphere. These effects
may be due to residual fluid motion that require a numerical simulation of the
complex detector fluid dynamics to be understood.

7.2.4 Fluid dynamics simulations

The LTPS temperature monitor system was crucial to have an on-line mea-
surement of the detector temperature profile, but in order to have an in-depth
understanding of the detector behaviour its fluid dynamic must be studied.

Borexino fluid dynamics studies are performed thanks to the joint efforts of
the Milano-Politecnico, Virginia Tech and LNGS groups and provide very use-
ful information about the detector. The Computational Fluid Dynamic (CDF)
simulation is indeed crucial to understand the temperature stratification in the
detector and even more to ensure the optimal fluid stability through the TACS
operations.

A 2 and 3D purely conductive models of the detector were implemented
into CDF simulations that were use to study the heat exchange processes
among the different parts of the detector, the environment and the basement.
The detector cooling that followed the termination of the water loop and the
consequent temperature stratification were predicted [155]. This result has
been important to show that some initial concerns about an overall cooling of
the detector due to the coupling to the cold heat sink of the basement that
would have cancelled the temperature gradient between the top and bottom
part of the detector were not motivated.

The CDF simulations were also used to study the effect of convective mo-
tions due to temperature instabilities. The complexity of the convectional
simulation required to used a 2D model of the detector in place of a full
3D description, but still gives very interesting insights. In particular, from
CDF simulations it emerges that when imposing the temperature profile mea-
sured by the LTPS, fluid currents in the vertical direction are not expected
but horizontal fluid motion caused by small asymmetries in the temperature
boundary conditions can occur. These motions are predicted to be very slow
(∼ 1× 10−7 m/s) but still they can play a significant role in carrying 210Po
from the active volume periphery towards the innermost part of the detector.
In fact, recent preliminary results show that when considering the tempera-
ture profile recorded in February 2017, the horizontal velocity has a minimum
≈ 1 m above the equatorial plane of the detector, where the temperature gra-
dient has its minimum. The fluid motion were used to test a simplified 210Po
transport model in which 210Po and 210Bi are emanated from the inner vessel.
The predicted 210Po rate is shown in Fig. 7.6 for an ideally spherical vessel and
the actual vessel shape. In both cases the 210Po concentration has a minimum
in correspondence of the minimum of the horizontal velocity.

Despite the good qualitative agreement of the results in Fig. 7.6 with the
data shown in Fig. 7.5, CDF simulations are not accurate enough to describe
the 210Po spatial distribution yet.
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Figure 7.6: Spatial distribution of 210Po obtained implementing a simple transport
model in the CDF simulations of the detector assuming an ideal spherical vessel (left
panel) and the actual vessel shape (right panel). The 210Po rate has its minimum
≈ 1 m above the equator, where the horizontal velocity of the fluid is close to zero.
Courtesy of Valentino Di Marcello.

7.3 determination of the 210 Po supported rate from a clean
volume selection

The complex 210Po dynamic described in the previous section complicates
significantly the possibility to achieve a measurement of the 210Bi contamina-
tion through the supported 210Po rate. In fact, the effects of fluid motion in
the 210Po spatial distribution is hard to model analytically and the available
numerical simulations, although in qualitative agreement with the observed
data, are not accurate enough to build a reliable model of the 210Po density
throughout the detector.

A possible solution to this problem which does not require any assumption
on the actual 210Po distribution has been suggested by Ding XF., F. Villante
and N. Rossi [93]. Considering only the innermost part of the detector, it is
possible to write a continuity equation for the concentration of 210Po nPo(x, t)
and 210Bi nBi(x, t) as

∂nBi
∂t

= nPb
τPb
− nBi
τBi

+ ∇ · [DBi∇nBi − vnBi] (7.6)

∂nPo
∂t

= nBi
τBi
− nPo
τPo

+ ∇ · [DPo∇nPo − vnPo] (7.7)

where Di indicates the diffusion coefficient and v(x, t) is the fluid velocity field.
The concentration of 210Po is not known a priori, but it is expected to exhibit
a local minimum at time t in x0(t). If one tracks down the evolution of nPo
in its minimum x0, one finds that

dnPo
dt (x0, t) =

[
(∇nPo) · v + ∂nPo

∂t

]
x=x0

= ∂nPo
∂t

(x0, t) (7.8)
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thus

∂nPo
∂t

(x0, t) =
{
nBi
τBi
− nPo
τPo

+ ∇ · [DPo(∇nPo)− vnPo]
}
x=x0

(7.9)

=
{
nBi
τBi
− nPo
τPo

+DPo∇2nPo − (∇ · v)nPo − v · (∇nPo)
}
x=x0

(7.10)

Since the nPo gradient is zero in x0 by definition and ∇ · v is also null for
fluid incompressibility, the last two terms of Eq. (7.10) vanish, leaving with

∂nPo
∂t

(x0, t) =
[
nBi
τBi
− nPo
τPo

+DPo∇2nPo

]
x=x0

(7.11)

Equation (7.11) indicates that at the minimum of the 210Po density fluid mo-
tion does not contribute to the 210Po concentration and only diffusion brings
additional 210Po to the 210Pb supported term. The effect of diffusion is can-
celled when the Laplacian of the 210Po density is zero.

These results motivated the development of a series of methods to trace the
evolution of the 210Po density around its minimum. The unbiased minimum
finder (UMF), briefly introduced in the next section, is a method developed
within the Collaboration which finds the minimum of a generic distribution.
As mentioned above, the condition of minimum density does not exclude the
contribution of 210Po diffusion. However the contribution of diffusion is always
positive, thus it is possible to use the results of the UMF as an upper limit on
the 210Po supported rate even without quantifying the impact of diffusion. In
Sec. 7.5 a new method is presented. This method, called Polonium Plateau
Finder, looks for regions of the detector where the impact of both fluid motion
and diffusion on the 210Po concentration is minimum. Assuming the 210Bi to
be uniformly distributed inside the detector, this situation corresponds to the
simple relationship derived in Eq. 7.2 where the source term can be neglected.

7.4 the unbiased minimum finder

The unbiased minimum finder is a class of methods developed within the Col-
laboration to search for the minimum of the 210Po distribution. This method
is based on a binned weighted likelihood approach. The evolution of the mini-
mum obtained applying the method on iso-volumetric layers of a 2.75 m radius
sphere is shown in Fig. 7.7. The continuity of the minimum path suggest that
it is following a physical motion of a clean “bubble” which seems to move
towards the detector centre in the last year.

The trend of the 210Po rate associated to this volume is shown in Fig. 7.8 and
appears to be consistent with the expected trend of the 210Po rate (Eq. 7.3).
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Figure 7.7: Position of the minima returned by the Unbiased Minimum Finder dur-
ing Phase II insude a 2.5 m radius sphere divided along the vertical axis into 30 iso-
volumetric layers. The spatial evolution of the rate is smeared for a better graphical
rendering. Courtesy of N. Rossi.

Figure 7.8: Evolution of the
210Po rate at the minima re-
turned by the Unbiased Mini-
mum Finder.

7.5 development of a model independent plateau finder

The complex 210Po dynamic driven by both diffusion and convective motions
in the fluid makes the measurement of the 210Po supported rate not trivial.
In Sec. 7.3 it has been shown that where both the gradient and the Laplacian
of the 210Po concentration are zero, that region is free from the effects of
diffusion and convection and only the 210Po supported by the 210Pb decay
chain is present there. These conditions are met in regions with a constant
minimum of the 210Po density2.

Identifying an evolving, “flat” minimum in the data is a non trivial problem.
The lack of a model for the 210Po density does not allow to make any assump-
tion on the underlying distribution of the data, and the very low count rate
expected (a rate of 17.5 cpd/100 t corresponds to only ≈ 6 events per m3 per
month) makes the impact of statistical fluctuations too strong to be treated
with a standard “binned” analysis.

2 In such regions all the terms of the Hessian matrix of the 210Po density are zero, that is a
sufficient condition for the Laplacian of the density to be zero too.
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This section presents the development of a method, also known as Plateau
Finder, based on Kernel Density Estimator (KDE) to identify regions of the
detector compatible with a flat minimum. Section 7.5.1 summarizes the main
concepts of kernel density estimators while Sec. 7.5.2 describes the strategy for
the definition of flat-compatible regions at the minimum of the distribution.
The results obtained testing the method on simulated datasets are discussed
in Sec. 7.5.3.

7.5.1 Introduction to Kernel Density Estimators

When studying the distribution of the 210Po events to reconstruct its minimum
it is not possible to assume its shape from some model, therefore only the
data can be used to extract the real 210Po density field. This problem can be
approached without making any assumption on the underlying distribution
with non-parametric Density Estimators (DE) that are briefly introduced in
this section following [157, 158].

Let’s treat a simple, uni-dimensional case first. Given a set of data {xn};n =
0, 1, . . . N extracted from the unknown distribution f(x), it is possible to es-
timate the density profile simply filling a histogram. Histogram is indeed the
most common non-parametric density estimators: it can be defined evaluating
for each event xi an indicator function I(x;w) that is 1 when x lies in the bin
interval (−w/2,+w/2) and 0 outside. The histogram is thus defined as the
sum of all the events contributions, that is

h(x) =
N∑
i=0

I(x− x̃i;w) (7.12)

where x̃i is the bin centre in which the event xi falls.
Histograms have some known drawbacks that can be particularly important

when the statistics in the data is limited, namely: (i) histograms are discon-
tinuous even if the PDF is continuous, (ii) they depend on the bin size and
origin, (iii) the information from the location of a datum within the bin is
lost.

It is possible to generalize the concept of histograms by replacing the indica-
tor I(x;w) with a generic, normalized, smooth kernel function k(x;w) of the
form

k(x− xn;w) = 1
w
K

(
x− xn
w

)
(7.13)

for which the corresponding density estimator f̂0(x) is

f̂0(x) = 1
Nw

N∑
n=1

K

(
x− xn
w

)
(7.14)

which is smooth by construction.
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Conceptually this approach makes each event spread over a region of order w.
Note that the particular form of the kernel usually does not impact significantly
on the estimator, but the most popular choice is a Gaussian kernel. The
determination of (Gaussian) kernel “width” w is somehow arbitrary. If the
bandwidth w is constant for all i, this kind of estimators are often referred to
as fixed kernel estimate. It can be shown that in the limit of a large amount
N of normally distributed data, an optimal choice of the bandwidth w∗ can
be obtained minimizing the Mean Integrated Squared Error (MISE) of the
estimator, resulting in

w∗ =
(4

3

)1
5
σN−

1
5 (7.15)

where σ is the data standard deviation. One can see that the optimal smooth-
ing parameter decreases increasing the sample size N .

However normally distributed data are just a particular case and in general
w∗ is not known. In order for these methods to be more flexible and treat
a wider class of distributions adaptive kernel estimates were introduced. The
only difference with respect to fixed kernel estimates is that the bandwidth
w is not fixed but depends locally on data (w is narrower where the density
is higher, wider when data are sparse). Following the relative uncertainty of
Poisson statistics, one might assume that in the region containing the event
xn the smoothing parameter should be

w(xn) = w∗√
f(xn)

(7.16)

that leave the problem to set w∗ without knowing the actual unknown distri-
bution f(x).

It can be shown with a dimensional analysis that w∗ ∝
√
σ, where in place

of f(x) one can use the fixed kernel estimator f̂0(x) as a good approximation.
Then, using the MISE-optimized choice of w∗ obtained for the fixed kernel
case (Eq. 7.15), the adaptive kernel estimator f̂1(x) can be written as

f̂1(x) = 1
N

N∑
n=1

1
wn

K

(
x− xn
wn

)
(7.17)

with

wn = w(xn) =
(4

3

)1
5
ρ

√
σ

f̂0(xn)
N−

1
5 (7.18)

The ρ parameter is typically set to unity and should be adjusted only in
extreme situation when the local structure of the data σloc is two orders of
magnitude smaller than the standard deviation of the data.

The distribution of 210Po events is three-dimensional, and in principle adap-
tive KDE can be implemented in more than one dimension applying a non
linear transformation to the data in order to have a diagonal covariance ma-
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trix [157]. Once data are properly transformed, the KDE can be expressed as
the product of univariate kernels with independent bandwidth. Considering
more dimensions comes with the price of enhancing the sparseness of the data
which is critical for a low rate analysis like the one of the 210Po distribution.
For this reason in this thesis the 210Po concentration is studied in one dimen-
sion only as a proof of concept that can serve for future studies which may
include more dimensions.

7.5.2 Method for the definition of a flat region

In order to identify a flat region in a smooth density profile it is possible
to exploit the distribution derivative which is zero where the distribution is
constant.

In a realistic scenario, even if events are sampled from a constant distribu-
tion, statistical fluctuations in the data induce local changes in the derivative,
as it is shown in Fig. 7.9a where a toy distribution was generated sampling
uniformly events injecting an average density of 48 counts/m in a 4 m interval.
The red line indicates the density estimator obtained with an adaptive kernel,
which smooths the statistical fluctuations of the data. The lower panel shows
the density estimator derivative. The magnitude of the fluctuations in the
derivative is evaluated by randomly sampling its value in 103 points for 100
different datasets where the same count density was injected. The distribution
of the derivative values obtained for 48 counts/m injected density is shown in
Fig. 7.9b and can be used as a reference to estimate how likely is to observe a
given value of the derivative when events are extracted from a flat distribution
with this count density.

The amplitude of the derivative fluctuations clearly depends on the average
injected density: scanning different values of the average events density the
standard deviation of the derivative values distribution follows a linear trend
that is reported in Fig. 7.10.

Consider now a situation close to the one expected from Borexino data.
Looking at the latest data shown in Fig. 7.5 it is possible to expect a plateau in
the central part of the detector enclosed between a strong increase of the 210Po
rate towards the detector top and bottom extremes like the one represented
in Fig. 7.11.

The red line in Fig. 7.11 represent the model assumed to build a toy dataset
generated considering an exposure of 25 days and a realistic event density in
the plateau region. The density estimator is evaluated using the adaptive
kernel method and is shown with a blue line.

In Sec. 7.3 it has been demonstrated that in order to find a region of the
detector where the amount of out of equilibrium 210Po injected by diffusion
or carried by fluid motion is minimum, a flat minimum of the 210Po spatial
distribution should be considered. Starting from the position of the density
estimator minimum it is possible to define a region compatible with a flat
distribution “expanding” the selected volume in the lower and upper direction
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Figure 7.9: (a) Example of flat distribution with average count density of 48 counts/m.
The returned density estimator is shown with a red line and its derivative is reported
in the bottom panel. (b) Distribution of the derivative values obtained from a random
sampling of 103 points for several different uniform datasets.
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until the density estimator derivative exceeds a certain threshold. In order to
set the derivative value threshold and to define the plateau region the following
procedure is adopted:

1. The event density ρmin at the local minimum zmin is evaluated according
to the density estimator ρmin = f̂(zmin)

2. The expected standard deviation of the derivative values distribution
σ(ρ) is estimated from a linear interpolation of the trend shown in
Fig. 7.10 and a preliminary threshold t0 is set at 1.7σ(ρ0).

3. A temporary plateau is defined expanding expanding a volume from zmin
in both directions until the derivative reaches the threshold t0, as shown
in Fig. 7.11 where the selected region is highlighted in orange.
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4. The average density in the temporary plateau ρtmp is computed from
the integral of the density estimator in the selected region and it is used
to define an updated threshold t1 = nσ(ρtmp) where n is a parameter
that should be optimized.

5. Expand the volume from zmin to the point in which the density estimator
derivative exceeds the threshold t1. This region, shown in light blue in
the top panel of Fig. 7.11, can be considered as consistent with a flat
distribution.
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Figure 7.11: Sketch of the procedure for the definition of the plateau region. The top
panel shows a distribution of events obtained sampling a given model and the density
estimator returned by an adaptive kernel method. The KDE derivative is shown in
the bottom panel with the different threshold used to define the plateau region. See
text for explanation.

This procedure allows to define a plateau region for a generic distribution
without making any assumption on its particular shape nor on the event den-
sity at its minimum. The iteration in the definition of the derivative threshold
in the procedure just described is introduced to resolve those cases in which
the minimum of the KDE falls into a dip with steep walls that keep the re-
constructed plateau confined even if it is induced by statistical fluctuations.
Evaluating a temporary plateau with an average density ρtmp (larger than ρmin
by definition), allows to set a larger threshold on the derivative value that can
help overcoming the barriers due to statistical fluctuations in the data.

7.5.3 Test and optimization

The definition of the plateau region introduced in the previous section has
been tested and optimized on simulated data. The test model assumed for
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this study has been derived from a qualitative comparison with the latest
210Po data and is described with other test assumptions in Sec. 7.5.3.1. The
density estimator algorithm used in these tests as well as on the real data is
described in Sec. 7.5.3.2, while Sec. 7.5.3.3 presents the main results of this
study.

7.5.3.1 210Po test density model

As discussed at the end of Sec. 7.5.1, the search for a constant density region
compatible with the minimum of the 210Po concentration in principle should
be carried out in three dimensions but the events sparseness issues induced by
the increased dimensionality of the problem suggested to make a first attempt
using only one dimension. Since the 210Po data shows a peculiar asymmetry
between the top and bottom part of the detector the events distribution along
the vertical coordinate z has been considered. In order to select a spherical
fiducial volume as it is suited for the detector geometry, a transformed vertical
coordinate is defined to account for changing volume of the spherical segment
enclosed between z and z + dz along the vertical direction. If one considers
a sphere with radius R, the small volume of a spherical layer parallel to the
equatorial plane and with distance z from the centre is

dV = π(R2 − z2)dz (7.19)

and a variable that scales proportionally to the volume like

ζ(z) =
∫
π(R2 − z2)dz = π

(
R2z − 1

3z
3
)

(7.20)

will be distributed uniformly for events selected inside the sphere. In order to
make the range of ζ independent from the particular choice of R, ζ has been
normalized imposing ζ(±R) = ±2, thus

ζ(z) =
(
R2 − 1

3z
3
)
· 3
R3 (7.21)

In absence of a reliable model for the 210Po density profile, the choice of the
test model is to some extent arbitrary. On the other hand the data presented in
Fig. 7.5 clearly show that a “clean” region is present slightly above the detector
equatorial plane, and that out of there the 210Po rate increases (faster at the
bottom, slower on the top). For a constant 210Po density between ζpl

min and
ζpl

max, a plausible model of the increase has been assumed:

d(ζ) = 1 +


b−1

1+exp{λ[ζ−(ζpl
min−µ)]}

− b−1
1+exp{λµ} ζ < ζpl

min

t−1
(2−ζpl

max)2 ·
(
ζ − ζpl

max
)2

ζ > ζpl
max

(7.22)
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where b(t) are scaling factors representing how large is the difference between
the 210Po density at the plateau and at the bottom(top) respectively. The
parameter λ is the slope of a sigmoid function with turning point at µ and the
second term in the ζ < ζpl

min case is used to ensure the continuity of d(ζ) at
ζ = ζpl

min.
Given the low event rate expected in the plateau region, a 25 day-long inte-

gration time has been chosen in order to have an adequate statistics.

7.5.3.2 Kernel Density Estimator algorithm settings

All the studies presented in this Chapter are obtained exploiting the methods
of the TKDE class of the ROOT analysis framework [121], which allow one to
build a density estimator using an adaptive kernel starting from an unbinned
dataset as described in Sec. 7.5.1.

If the kernel density estimators are thought as a sort of smearing, one can
immediately see that some issues arise at the boundaries. Among the tech-
niques reported in literature to deal with this feature of the estimators, the
“data reflection” is the one that is most suited for this analysis. As the name
suggests, events close to the boundaries are mirrored in order to ensure that
the probability of events that cross the boundary is exactly compensated by
the same events that are reflected. As a by product of this method, the deriva-
tive at the boundaries is always zero. In the cases under study the ρ parameter
introduced in Eq. (7.16) was set to 1 according to the prescription in [157].

7.5.3.3 Test results

The Plateau Finder has been tested on simulated pseudo-datasets obtained as-
suming the density model described in Sec. 7.5.3.1 and an exposure of 25 days.
In order to account for different shapes of the 210Po spatial distribution, three
different configurations of the model have been considered: the first, shown in
Fig. 7.12a with a narrow plateau enclosed between two steep rises; a second
with a larger plateau and smoother boundaries (Fig. 7.12b); a third, quite
unrealistic, case in which the 210Po distribution has a very smooth increase
(Fig. 7.12c).

For each of the three models shown in Fig. 7.12 5000 pseudo-datasets have
been generated injecting a rate of 17.5 cpd/100 t in the plateau region (high-
lighted with a grey band). For each dataset the density estimator is build
using the methods described in Sec. 7.5.1. In order to reconstruct the plateau
region, the adaptive threshold on the derivative value introduced at step 4 of
the procedure in Sec. 7.5.2 has been defined setting n at 1.5, 1.75 and 2 so
that the volume expansion is stopped when the value of the derivative exceed
1.5, 1.75 and 2σ of its distribution.

The reconstructed plateau regions for a subset of the 100 pseudo-datasets
are shown in Fig. 7.13 for the three models. One can see that for the “Narrow”
and “Medium” model, the method tends to slightly overestimate the size of
the plateau and that the definition of the border is more precise when the
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Figure 7.12: The three configurations of the 210Po density model introduced in
Eq. 7.22 that have been used to characterize the plateau reconstruction method.

underlying distribution has a steep increase. On the other hand, the “Wide”
model case shows that when the slope of the distribution is small, the accuracy
in the boundary determination is quite poor and the plateau region can vary
significantly between different realization of the data.
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Figure 7.13: Reconstructed plateau region for the three 210Po density models. The
real plateau region is highlighted with a grey band and the different line colours refers
to different values of the n parameter that defines the value of the derivative threshold.
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Once the plateau region is defined, the number of events lying in the area N
is defined by the integral of the density estimator between the reconstructed
boundaries ζpl

min and ζpl
max. The reconstructed plateau rate is computed as

RPo = N(ζpl
min, ζ

pl
max)

T ·M(ζpl
min, ζ

pl
max)

(7.23)

where T is the assumed live time and M(ζpl
min, ζ

pl
max) indicates the mass of the

reconstructed plateau.
Figure 7.14 presents the distributions of the plateau rate for the different

test models and values of n. The distribution of the rate injected in the
actual plateau region is shown as a grey histogram and reflects the statistical
fluctuations of the number of events in the real plateau, while the distribution
of the results obtained for different values of n are displayed using different line
colours. The distribution of the 210Po plateau rate obtained by the method is
described by a Gauss distribution that is in good agreement with the expected
one. Discrepancies in the median of the reconstructed values with respect to
the injected plateau rate are reported in the legend of Fig. 7.14, but are in
general small when compared to the statistical uncertainty. When considering
the “Narrow” model (Fig. 7.12a), a value of n = 2 leads to include significant
portion of the rising parts of the density profile that makes the reconstructed
rate to be overestimated for 1 cpd/100 t while on the other hand having n = 1.5
gives almost unbiased results. Conversely, in the situations described by the
“Wide” model (Fig. 7.12c) if n is set to 1.5 the probability of being trapped
inside a local minimum becomes non negligible and leads to underestimate
the reconstructed rate for 2.2 cpd/100 t, while the bias almost disappears if
one considers n = 2. As a compromise between these two extreme situations,
a value of n = 1.8 has been assumed for the study on 210Po data that are
presented in the next section.
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Figure 7.14: Distribution of the injected (filled grey) and reconstructed (coloured
lines) 210Po plateau rate for the three density models in Fig. 7.12 and different values
of n.
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To evaluate the dependence of the Plateau Finder results on the specific
test density profile adopted, a study has been performed randomizing the
parameter of the model in Eq. (7.22) and building a pseudo-dataset for each
model realization with the same event rate injected in the plateau region. The
density plot in Fig. 7.15a displays the model considered in this test, while
the distribution of the plateau rate returned by the method is reported in
Fig. 7.15b. As in the case of the “Narrow” test model, a small plateau size
causes the results to be slightly overestimated, but the induced bias is still
small compared to the expected statistical uncertainty.
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Figure 7.15: (a) 5000 realizations of the test model obtained randomizing the param-
eters of the “Medium” model template. (b) Distribution of the reconstructed plateau
rate for different settings of the derivative value threshold.

In order to check the robustness of the method with respect to the in-
jected plateau rate, the study presented above was repeated considering the
“Medium” density model (Fig. 7.12b) and injecting a different 210Po rate in
the plateau region. This test has been performed assuming a minimum rate of
10 cpd/100 t (small compared to the expectation) and 50 cpd/100 t (≈ 3 times
larger than the expected rate). The results are shown in Fig. 7.16 and still
show a good agreement with the injected distribution, with deviations that
are small compared to the expected statistical spread.

7.6 preliminary plateau finder results

This section presents some preliminary results obtained by the Plateau Finder
on Borexino data. Section 7.6.1 presents the details of the data selection
and preparation while the results are discussed in Sec. 7.6.2 along with the
limitation of the method and the prospects for future improvements.
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Figure 7.16: Dis-
tribution of the re-
constructed plateau
rate for an injected
value of 10 and
50 cpd/100 t ob-
tained assuming the
“Medium” model in
Fig. 7.12b.
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7.6.1 Data selection and preparation

This study has been performed on data acquired starting from January 2016,
when the stabilization operations already stopped seasonal convective fluid
motion. Borexino data are stored in the form of DST files that groups all
the runs acquired in a single week and that are filtered following the same
procedure outlined in Sec. 2.6.1 to remove crossing muons, short-lived cosmo-
genic isotopes and noise events. The filtered DST files have been stripped into
“light trees” which contain the relevant information for the analysis such as
the energy estimators, position reconstruction and pulse shape parameter.

The fiducial volume cut has been chosen aiming to select an adequate num-
ber of events with maximum distance from the vessel nylon where 210Po is
emanated. As a trade-off between the need of a large exposure and a large
distance from the vessel, the fiducial volume has been defined as a 2 m radius
sphere with its centre shifted by 40 cm towards the top part of the detector as
shown in Fig. 7.17.

Figure 7.17: Fiducial Volume
defined for the 210Po analysis.
The vessel profiles are drawn
in different colours accord-
ing to trace the evolution of
the shape through time. The
FV selected for the analysis is
shown with a green filled area.
A spherical FV centred in the
detector coordinates origin is
also shown with a dashed line
for comparison.  (m)x
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Events selected within the fiducial volume are classified as due to the 210Po
decay if the MLP variable is smaller than 0.05 and their energy is compatible
with the 210Po peak. Figure 7.18 shows the results of the selection when the
fiducial volume cut and the 210Po selection criteria are applied.

)hNEnergy (
200 400 600 800 1000 1200

E
nt

rie
s

1

10

210

310

410

510
Muon cut

FV cut
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Figure 7.18: Performance of
the 210Po selection cuts. The
small distortion on the left
shoulder of the 210Po peak is
due to the inefficiency of the
MLP classifier and accounts
for ≈ 2% of the 210Po events.

In order to have a sufficient number of 210Po events in the plateau region,
groups of 4 subsequent DST files have been jointly analysed. The total live
time associated to each group is given by the sum of the individual DST live
time, that is computed considering also the impact of the muon and cosmogenic
cuts. The typical live time for a group of 4 DSTs is ≈ 25 days.

7.6.2 Results and prospects

The full dataset collected between January 2016 and January 2019 has been
divided into 29 4-weeks long periods. For each period the 210Po events ζ
distribution is built using the definition in Eq. 7.21 and analysed with the
Plateau Finder method developed in Sec. 7.5. The ζ distributions for some of
the considered time periods are shown as an example in Fig. 7.19.

The bottom panel of Fig. 7.20 shows the spatial evolution of the 210Po
rate along with the selected plateau region that is displayed as a shaded area.
The ζ variable has been transformed back into the vertical coordinate z with a
variable size binning to ensure that the same volume is represented by each bin.
In the last months, in agreement with the Unbiased Minimum Finder results,
the position of the “cleanest” region gets close to the centre in response to the
stabilization of the detector.

Once the plateau is identified, for each period the number of 210Po events
in the plateau is computed by taking the integral of the density estimator in
the selected region. The 210Po rate in the plateau region is then evaluated as
in Eq. (7.23). The statistical uncertainty associated to each measurement of
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Figure 7.19: Examples of the plateau finder application on the 210Po data. For each
time period the density estimator is shown with a red line, and the identified plateau
region is highlighted with a light blue area. The reconstructed average 210Po density
is reported as a dashed blue line.

the 210Po plateau rate accounts for statistical fluctuations in the number of
events in the plateau, which is

σstat =

√
N(ζpl

min, ζ
pl
max)

T ·M(ζpl
min, ζ

pl
max)

(7.24)

and it is reported along with the measured 210Po rate in Fig. 7.19. The sys-
tematic uncertainty intrinsic to the plateau reconstruction method is hard to
estimate. In Sec. 7.5.3 it has been shown that in case the 210Po distribution has
a wide, almost constant region the reconstructed plateau rate can be underes-
timated up to ≈ 1 cpd/100 t when the threshold is set at 1.8σ of the derivative
values distribution. This situation is however not very realistic given the ob-
served distribution of 210Po events. On the contrary, the preliminary results
of the fluid dynamics simulations discussed in Sec. 7.2.4 shows a 210Po with a
very narrow minimum region where, depending on the slope of the boundaries,
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the plateau finder might tend to overestimate the plateau rate. A sound eval-
uation of the method systematic uncertainties can be obtained only when a
more reliable model of the 210Po will be available. At this preliminary stage of
the measurement, a conservative systematic uncertainty of ±1 cpd/100 t has
been considered to account to possible bias of the method. Since the 210Po
spatial distribution changes with time, systematics will not affect all the mea-
sured periods coherently and therefore they are added in quadrature to the
statistical uncertainty of the reconstructed rate in each period.

The evolution of the 210Po rate in the region identified as a plateau is shown
in the top panel of Fig. 7.20, with the error bar representing the statistical
uncertainty and a couple of horizontal square brackets to display the total
uncertainty which include the systematic uncertainty of the method. The
evolution of the 210Po plateau rate is expected to be described by Eq. (7.3),
therefore it is possible to extract the 210Po supported rate performing a fit of
the rate trend.

The fact that every 210Po rate measurement performed in a single time
period, has a different “weight” influenced by its specific exposure demands
a special attention in the fit procedure. Both using a binned likelihood and
a Least Square method, the value of the supported rate reconstructed by the
fit turns out to have a sensitive bias. This issue is overcome by using the
Weighted Likelihood approach already implemented in the ROOT framework,
which was proven to give unbiased results on simulated datasets.

The fit of the rate evolution reconstructs a preliminary value of 16.81± 0.87
cpd/100 t for the 210Po supported rate with a χ2/ndf = 28.31/27 showing a
good agreement between the data and the model. However, the large shifts of
the plateau region as well as the variations of its size shows that the method
(or the 210Po behaviour itself) is quite unstable. A tentative study has been
performed fixing the size of the plateau region to a given value. This approach
gives biased results by construction since the method builds the plateau volume
starting from the reconstructed minimum of the 210Po density and therefore
returns the cleanest volume of that size. This effect is visible in Fig. 7.21a,
which shows the fit of the plateau rate evolution obtained with different plateau
size. The trend of the supported rate reconstructed by the fit as a function
of the plateau size is reported in Fig. 7.21b. Possible solutions to remove this
bias (e.g. vetoing a fraction of the reconstructed plateau) are currently under
study.

In general, the results obtained by the Plateau Finder appear to be consis-
tent with the value obtained in the analysis presented in Chap. 5 constraining
the CNO rate and can be taken as a robust upper limit on the 210Po supported
rate. Nevertheless they must be considered as preliminary results that can be
significantly improved in the next future. In particular, the one-dimensional
approach developed in this chapter has a clear limitation whenever the “real”
plateau region has a smaller radius than the selected fiducial volume. In this
situation the projection on the vertical coordinate brings together the plateau
and the dirtier outer region spoiling the measurement. This issues can be over-
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Figure 7.20: Bottom panel Spatial evolution of the 210Po rate between January 2016
and January 2019. The plateau region selected by the method developed in Sec. 7.5
is displayed with a shaded area. Top panel Evolution of the 210Po plateau rate in
the selected plateau region. For each point, the error bar represents the statistical
uncertainty, while the impact of a preliminary evaluation of systematic uncertainty is
shown by plotting the total error budget with horizontal square brackets. The rate
evolution is fitted with the model in Eq. (7.3) in order to extract the 210Po supported
rate.

come with the implementation of a multi-dimensional Plateau Finder which
can be based on the very same principles of the method presented in this
chapter. While a three-dimensional search appears challenging because of the
low-event rate and sparseness of the data, the apparent azimuthal symmetry
can be exploited to reduce the dimensionality of the problem and study the
210Po distribution in the z–ρ space where ρ =

√
x2 + y2.

7.7 conclusions and outlooks

In this Chapter the strategy for the determination of the 210Bi background
rate from a measurement of the daughter 210Po has been presented. The main
difficulty of this measurement arises from the complicated spatial dynamics of
210Po that is strongly influenced by fluid motion that carries 210Po emanated
from the inner vessel nylon towards the detector centre. In the last four
years the collaboration started a series of operations aiming to the thermal
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Figure 7.21: (a) Reconstructed rate as a function of time obtained with fixing the
size of the plateau region at different values. (b) Values of the 210Po supported rate
reconstructed by the fit as a function of the chosen plateau size. These results are
based on data collected between October 2016 and September 2018.

stabilization of the detector that changed dramatically the behaviour of the
fluid, terminating the strong convective currents that were present before 2015.

Even if the fluid dynamics simulations developed by the joint efforts of
the Virginia Tech, Milano-Politecnico and LNGS groups are not yet accurate
enough to describe the expected 210Po spatial distribution, a measurement of
the 210Po rate supported by the 210Pb decay chain can be achieved selecting
and tracing in time the volume of the detector in which both the gradient and
the Laplacian of the 210Po concentration are null.

In order to identify such plateau region without any assumptions on the
actual 210Po distribution, a method based on Kernel Density Estimators has
been developed and applied on data. The evolution of the 210Po rate inside
the plateau is well compatible with the expected trend, but more studies are
needed in order to interpret the evolution of the plateau region.

These results must be considered as preliminary and can be improved in the
next future. In principle, the volume with the minimum 210Po density should
be searched scanning the entire three dimensional space. In this study the
210Po events distribution has been considered only along the vertical axis only
as a first step for future studies that will include more dimensions and exploit
different density estimation methods. The development of advanced transport
models obtained from fluid dynamics simulations may provide an adequate
modelling of the 210Po spatial distribution that can be used to further optimize
the plateau finder method as well as to constrain the variety of plausible density
profiles for the evaluation of systematic uncertainties. A reliable transport
model will also allow to estimate the magnitude of the residual 210Po diffusion
from the inner vessel nylon into the innermost part of the detector.

It should be underlined that the measurement of the 210Po supported rate is
a crucial requirement for an improved result on the CNO neutrino rate, but it
is just one piece of the puzzle. In order to use such measurement to constrain
the 210Bi background rate, the assumptions listed in Sec. 7.1 must be verified
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and intense efforts are ongoing in order to establish if the foundation of the
methods are satisfied.



C H A P T E R 8
C O N C L U S I O N S A N D O U T L O O K S

Solar neutrinos led to huge discoveries in the last forty years culminated with
the discovery of neutrino oscillation. Now, solar neutrino physics is entering a
new era of precision measurement that will lead to a deeper understanding of
both neutrino properties and the functioning of the Sun by probing the predic-
tions of the Standard Solar Model. Testing the Sun is particularly interesting
because of the so-called solar metallicity puzzle: in recent years, new, more
accurate determinations of the chemical abundances in the photosphere led to
a 30%–40% reduction of the estimated content of metals in the Sun, but the
resulting Low–metallicity (LZ) SSM turned out to be in strong tension with
helioseismological observations, that are instead compatible with the previous
generation of High-metallicity (HZ) SSM. Like helioseismological predictions,
solar neutrino fluxes are affected by the different chemical composition of the
Sun; therefore a precision measurement of solar neurtino fluxes can help de-
termining the actual metal content of the Sun.

Borexino is the first pivotal experiment bringing precision neutrino physics
below the MeV threshold. The key of the experimental success of Borex-
ino lies in the outstanding radiopurity of its liquid scintillator. The residual
background is however indistinguishable from the signal expected from the
interaction of solar neutrinos on a event–by–event basis, and the rate of neu-
trino and background components is constrained exploiting the events energy,
spatial and pulse shape distribution. In this thesis work a new multivariate fit
has been developed, tested and benchmarked to perform such analysis. The
direct implementation of a multidimensional fit overcomes some limitations of
the previous analysis procedure while improving the fit stability and compu-
tational performance. Thanks to the sub-percent level accuracy of the Monte
Carlo simulation of the experiment, multidimensional PDFs required for the
multivariate analysis have been generated from ensembles of simulated data
applying an efficient binning to minimize the impact of statistical fluctuations
while not losing any physical information in the data.

The similarities between some of the fit components induce correlations that
propagate in the reconstructed rates severely affecting the analysis potential.
In order to break the correlations, additional information are included in the
analysis in the form of external constraints leading to a substantial improve-
ment of the overall sensitivity. In particular, the independent assessment of
the 14C and of the random coincidences rates is crucial for the measurement

161
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of the low energy pp neutrinos, while at higher energy the interplay between
the events distribution of pep neutrinos, CNO neutrinos and 210Bi background
prevents the analysis to individually resolve the different components and con-
straints based on the Standard Solar Model predictions had to be implemented.
The impact of external constraints and of systematic uncertainties in the fit
model has been studied performing the analysis on a large ensemble of pseudo–
data generated from a family of models built randomly sampling the detector
response parameters within their uncertainties. The resulting sensitivity con-
firmed Borexino as the most sensitive detector for low energy solar neutrinos.

Differently from previous Borexino analyses, the interaction rates of all the
low energy solar neutrinos have been extracted performing a single fit over
a wide energy range. The interaction rate of neutrinos produced in the pp
reaction which drives the energy production in the Sun has been measured to
be 134± 10(stat)+6

−10(sys) counts per day per 100 ton of scintillator (cpd/100
t). The rate of neutrinos produced by the electron capture on 7Be has been
constrained to 48.3 ± 1.1+0.4

−0.7 cpd/100 t that is a factor 2 more accurate than
the current prediction of the Standard Solar Model. The presence of neutrinos
from the pep reaction has been established for the first time with a 5σ signifi-
cance once the rate of CNO neutrinos has been constrained to the predictions
of the Standard Solar Model: the rate of pep results 2.43± 0.36+0.15

−0.22 cpd/100 t
or 2.65± 0.36+0.15

−0.24 cpd/100 t depending on the central value of the CNO neu-
trino rate which is computed considering respectively the High and Low metal-
licity composition model of the Sun. To set an upper limit on the rate of CNO
neutrino interactions, the pep neutrino rate has been effectively constrained
by imposing the ratio between the fluxes of pp and pep neutrinos that is de-
termined by nuclear physics and is almost independent from the SSM details.
The residual correlation with the 210Bi rate prevents a measurement of the
CNO neutrino rate and an upper limit at 8.1 cpd/100 t (95% C.L.) has been
obtained.

The measurements of the solar neutrino interaction rates performed in this
thesis work are the most accurate estimates to date, and combined with an in-
dependent measurement of 8B neutrinos makes Borexino the only experiment
with the capability to study the entire spectrum of solar neutrinos (with the
exception of the very low flux of hep neutrinos). This rich set of measurements
has been used to test both the oscillation framework and the predictions of the
Standard Solar Models. Indeed, assuming the fluxes predicted by the SSM it
is possible to compute from the interaction rates the νe → νe oscillation prob-
ability in the energy range between 0.2 and 10 MeV probing the transition
between the vacuum–dominated low energy region and the matter–enhanced
oscillations at high energy. Assuming the predictions of the HZ SSM, Borexino
findings rejects the absence of the matter effect with a p-value of 0.018. On
the other hand, the 8B neutrino flux is reduced by 18% when considering the
LZ SSM predictions, leading to a survival probability that is in better agree-
ment with the prediction that does not consider the impact of the interaction
potential with the Sun matter in neutrino oscillation.
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Assuming the neutrino oscillation models tuned using experiments on Earth,
it is possible to compute the solar neutrino fluxes from the measured interac-
tion rates and use them to test the predictions of the SSM. The proton–proton
fusion generating pp neutrinos is the process driving the energy production
of the Sun and the luminosity in the neutrino channel computed from the
inferred pp neutrino flux results in excellent agreement with the photon lu-
minosity. The accurate measurement of 7Be neutrinos allows to estimate the
relative intensity of the two main terminations of the pp-chain, finding a result
consistent with the predictions of the SSM. Finally, the measurements of the
7Be and 8B neutrino fluxes were combined to test the prediction of the SSM
with different metallicity. Indeed, a different content of metals changes the
solar plasma opacity and thus the temperature profile of the Sun. All the
neutrino fluxes depend coherently on the temperature, therefore the different
composition models of the Sun cause a difference in the predicted 8B and 7Be
fluxes of 18% and 9% respectively. Performing a frequentist hypothesis test,
Borexino results have been found fully compatible with the expectations of the
HZ SSM, while the LZ SSM predictions are rejected with a p-value of 0.034.
Similarly, a Bayesian hypothesis test of the HZ vs. LZ SSM predictions yields
a Bayes factor of 4.9 confirming a mild preference for the HZ SSM.

A measurement of the CNO neutrino flux would provide a fundamental piece
of information for the solution of the metallicity puzzle. Indeed, unlike 8B and
7Be neutrino fluxes that depend on the chemical composition in a indirect way,
CNO neutrinos are direct messengers of the abundance of C and N in the Sun.
The CNO cycle accounts for only ≈ 1% of the total energy production of the
Sun, and the corresponding weak flux of neutrinos has never been observed
yet. Borexino is currently the only running experiment with the potential
to obtain a first evidence of CNO neutrinos, but this measurement is made
extremely challenging by the correlation of the CNO neutrino rate with the
pep and 210Bi background that can mimic the CNO events distribution. To
break the correlations with pep and 210Bi an independent assessment of the
background rate is needed. An extensive sensitivity study has been performed,
showing that if the pep and 210Bi can be constrained with some independent
estimates, then the Borexino sensitivity to CNO neutrinos is defined from
a simple counting analysis and the additional information considered by the
multivariate analysis only brings a limited improvement when the accuracy
of the constraints on the background is quite loose. A hypothesis test based
on a profile likelihood test statistics has been performed to assess Borexino
median discovery power for different configurations of the uncertainties in
the determination of the background rate. An uncertainty of the order of
2.4 cpd/100 t on the 210Bi rate results in a median significance of 3σ and 2.3σ
for the CNO rate predicted by the HZ and LZ SSM respectively.

While the rate of pep can be constrained with ≈ 1% accuracy exploiting the
aforementioned relationship with pp neutrinos and implementing a constraint
based on solar luminosity, the background rate of 210Bi must be measured
independently. The most promising strategy to obtain a determination of the
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210Bi rate relies on the secular equilibrium of 210Bi (τBi = 7 days) with the
parent 210Pb (τPb = 32 yr) and the 210Po daughter (τPo = 199 days). Differ-
ently from 210Bi and 210Pb, 210Po undergoes α decay and can be efficiently
tagged exploiting the peculiar time development of the scintillation light. The
measurement of the 210Po rate is complicated by fluid motions in the liquid
scintillator caused by temperature instabilities that carries 210Po from the pe-
riphery of the detector —where it is emanated by the vessel nylon— towards
the detector centre.

The spatial distribution of 210Po could be used to separate the contribution
of the 210Po in equilibrium in the liquid scintillator from the component migrat-
ing from the vessel walls, but a complete description of the 210Po density profile
would require the complete description of the detector fluid dynamic that is
not available. A model independent method based on kernel density estima-
tors was developed to identify the regions of the detector with a constant 210Po
density compatible with the minimum. The so-called Polonium Plateau Finder
was tested and optimized on pseudo–data and eventually applied on real data,
showing that an uncertainty on the 210Bi rate better than 2 cpd/100 t is in
principle achievable. The result presented in this thesis must be however con-
sidered as preliminary. Indeed, the plateau finder implementation is currently
limited to a single dimension, while the “210Po–clean” scintillator volume has
to be defined in a three dimensional space. The development of a multidi-
mensional plateau finder based on the same concepts of the method presented
in this thesis is foreseen for the next future and can be used to provide the
measurement of the 210Bi rate that is crucial to obtain a first evidence of CNO
neutrinos that is currently the most ambitious physics goal of Borexino.

In summary, within the framework of this thesis work the fluxes of low energy
solar neutrinos have been measured providing the most accurate determination
of the pp and 7Be neutrino fluxes to date. The CNO neutrino flux could only be
constrained with an upper limit. A 3σ evidence of CNO neutrinos has been
estimated to be within reach introducing a constraint on some background
components, that can be achieved using the analysis technique proposed in
this thesis. The first detection of CNO neutrinos would be a major scientific
breakthrough since it would provide the ultimate evidence of the occurrence
of the CNO cycle while giving a direct indication of the chemical composition
of the Sun interior.
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A P P E N D I X A
P RO F I L E - L I K E L I H O O D B A S E D H Y P O T H E S I S T E S T
FO R C N O N E U T R I N O S S E N S I T I V I T Y S T U D I E S

This appendix presents the definition of the profile-likelihood test statistics
used to estimate the discovery power of Borexino for a CNO neutrino signal.
The procedure to build the PDF of the test statistics for the rate analysis is
reported in Sec. A.1, while the one followed in the case of the multivariate
analysis is described in Sec. A.2.

The profile likelihood ratio λ(µ) is defined as

λ(µ) = L(µ, ˆ̂θ)
L(µ̂, θ̂)

(A.1)

where µ is the value of the parameter of interest (in this case the rate of
CNO neutrino) and ˆ̂θ is the set of nuisance parameters (the rates of the other
components in the fit model) that maximise the likelihood L(µ,θ) for the
specific value of µ. The µ̂ and θ̂ parameters are the maximum likelihood
estimators, i.e. the values of the CNO rate and of the other parameters
corresponding to the global maximum of the likelihood. The presence of a
CNO neutrino signal would lead to an increase of the number of the events
(the rate of CNO neutrino cannot be negative), therefore a test statistics q0
defined as

q0 =
{
−2 lnλ(0) µ̂ ≥ 0
0 µ̂ < 0

(A.2)

suited for the discovery of a positive signal [142] is chosen. The definition of
q0 in the search for a CNO neutrino signal is equivalent to

q0 = −2
[
lnL(0, ˆ̂θ)− lnL(µ̂, θ̂)

]
(A.3)

where the lnL(0, ˆ̂θ) is the maximised likelihood when the CNO rate is fixed to
zero while L(µ̂, θ̂) represents the absolute likelihood maximum obtained when
the CNO neutrino rate is free in the analysis.

In order to compute the median discovery power to the CNO signal, the
PDFs of the test statistics must be known. In this thesis work the PDFs of the
test statistics have been built using a Monte Carlo approach, i.e. analysing
thousands of pseudo-datasets generated injecting a known signal. For each
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dataset the value of q0 is computed and used to build the distribution of
the test statistics. However, Cowan et al. in [142] provides an asymptotic
expression for probability distribution function of the test statistics q0:

f(q0|R′CNO) =
(

1− Φ
(
R′CNO
σCNO

))
δ(q0)+

+ 1
2

1√
2π

1
√
q0

exp
[
−1

2

(√
q0 −

R′CNO
σCNO

)]
(A.4)

where R′CNO is the value of the assumed CNO rate, σCNO is the expected
statistical uncertainty and Φ(x) is the cumulative distribution of a zero mean
and unit variance Gaussian. This asymptotic expression has been used to cross-
check the distribution obtained with the Monte Carlo method as described in
the next sections.

a.1 test statistics distributions for a rate analysis

In the simple counting model sketched in Sec. 6.2.1, the region of interest is
populated by three species only: two of them (210Bi and pep) forming the
background are independently constrained, while the signal is free. Given
a certain number of counts N , the negative log-likelihood for that specific
realization is

− lnL(µ,θ) = [N − E · (εCNORCNO + εBiRBi + εpepRpep)]2

2N

+

(
R210Bi − R̃Bi

)2

2σ̃2
Bi

+

(
Rpep − R̃pep

)2

2σ̃2
pep

(A.5)

where the ε coefficients are the ones defined in Sec. 6.2.1 while the last two
terms are used to express the constraints on the background rate, that is esti-
mated to be R̃pep± σ̃pep and R̃Bi± σ̃Bi for pep neutrino and 210Bi respectively.

If one considers the background hypothesis in which CNO neutrinos are
not present, the number of counts N is a random variable described by a
Poisson PDF with mean given by the sum of the expected number of counts
of the background components. The minimum of the log-likelihood function
in Eq. (A.5) is always zero when the CNO rate is free, and the returned CNO
rate is

R̂CNO = 1
EεCNO

[N − E · (εBiRBi + εpepRpep)] (A.6)

When one assumes the background hypothesis H0, i.e. imposes RCNO = 0 the
minimum of the NLL is

− lnL(0, ˆ̂θ) = 1
2 ·

[N − E · (εBiXBi + εpepXpep)]2

N + E2 · (εBiσBi + εpepσpep)2 (A.7)
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Figure A.1: Distribution of the test statistics q0 obtained for the background hypoth-
esis (blue) and for the CNO signal predicted by the HZ SSM (red) when the pep
and 210Bi background are known with a 0.28 and 2.45 cpd/100 t accuracy. In (a) the
distributions were obtained with the simple rate rate analysis, while the ones in (b)
were built performing a MV analysis on MC generated datasets. The distributions
expected from [142] are shown for the background and HZ CNO as a solid and dashed
line.

With Eq. (A.7) in mind, one can thus obtain the PDF of the test statistics
q0 defined in Eq. A.2 under a given assumption on the CNO rate just by
taking Eq. (A.7) and sampling N from a Poisson distribution with a mean
value depending on the considered hypothesis, and R̃i varying according to the
corresponding uncertainty σ̃i. An example of the distributions f(q0|no CNO)
and f(q0|HZ CNO) for the pep and 210Bi rate constrained with an accuracy of
0.28 and 2.45 cpd/100 t respectively are shown in Fig. A.1a. The distributions
are in excellent agreement with the approximate expression given by Cowan
et al.

a.2 test statistics distribution for the multivariate anal-
ysis

The distributions of the test statistics for the multivariate analysis have been
obtained with a Monte Carlo method.

A set of 104 pseudo–dataset including the events energy and radial position
has been generated according to the background or signal hypothesis consid-
ered. To compute the value of q0 each dataset is fitted twice as indicated in
Eq. (A.3), keeping the pep and 210Bi background constrained. The first fit is
performed with including the CNO neutrinos in the fit model, while they are
not considered in the second fit. The value of q0 is given by the difference of
the Negative Log-Likelihood minimized in the two fits.

An example of the test statistics distributions obtained for the background
and HZ CNO signal hypothesis when the pep and 210Bi background rates are
constrained with an accuracy of 0.28 and 2.45 cpd/100 t is shown in Fig. A.1b.
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Also in this case the distributions of the test statistics are in good agreement
with the expectation from [142] where the σCNO in this case are the values of
the statistical uncertainty shown in Fig. 6.4.



L I S T O F F I G U R E S

Figure 1.1 Sequence of nuclear procesess in the pp chain . . . . . 14
Figure 1.2 CNO I-II cycles and energy production rate vs. T . . . 16
Figure 1.3 Solar neutrino spectrum expected from the SSM [33]. . 17
Figure 1.4 Fractional sound speed difference for the HZ/LZ SSM . 19
Figure 1.5 Electron density in the Sun and effective mixing angle 21
Figure 2.1 Neutrino–electron elastic cross section . . . . . . . . . 28
Figure 2.2 Cutaway of the Borexino detector. . . . . . . . . . . . 29
Figure 2.3 Hit time detection PDF and position reconstruction

resultion . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Figure 2.4 Effects of data selection cuts . . . . . . . . . . . . . . . 40
Figure 2.5 Definition of FV for solar neutrino analyses . . . . . . 41
Figure 2.6 LTFC as a function of the reconstructed energy for

Borexino Phase II data . . . . . . . . . . . . . . . . . . 43
Figure 2.7 Hit time distribution for α and β− events and distri-

bution of the MLP classifier on a α/β test sample . . . 44
Figure 2.8 Hit time distribution for β− and β+ events . . . . . . . 45
Figure 2.9 β+β− pulse shape discrimination variables . . . . . . . 46
Figure 2.10 Expected contributions to Borexino Phase I energy spec-

trum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Figure 3.1 bx-stats validation: large exposure datasets . . . . . 56
Figure 3.2 bx-stats validation: realistic exposure datasets . . . . 57
Figure 3.3 bx-stats validation: multivariate test on energy and

radial distribution . . . . . . . . . . . . . . . . . . . . . 58
Figure 3.4 bx-stats and previous fit computing performance . . 59
Figure 3.5 Radial distribution of simulated external background . 60
Figure 3.6 (a) Comparison of 14C spectrum obtained with self-

triggered and second second-cluster events. (b) Com-
parison between the 14C PDFs obtained with a MC
simulation and from an analytical model. . . . . . . . . 61

Figure 3.7 MC PDF of random coincidence events . . . . . . . . . 62
Figure 3.8 Distribution of the pulse shape parameter . . . . . . . 64
Figure 3.9 Distribution of r3 . . . . . . . . . . . . . . . . . . . . . 65
Figure 3.10 Trend of the detector spread in the Nh variable as a

function of the energy. . . . . . . . . . . . . . . . . . . 66
Figure 4.1 Expected TFC-subctracted energy spectrum . . . . . . 70
Figure 4.2 Regions of the spectrum sensitive to low energy com-

ponents . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Figure 4.3 Expected signal strength of some of the fit compoents 72
Figure 4.4 Spatial dependence of the reconstructed energy . . . . 73

171



172 List of Figures

Figure 4.5 Effect of the spatial dependence of the energy response
on 11C . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Figure 4.6 Effects of the radial dependence of the energy response
on best fit estimates . . . . . . . . . . . . . . . . . . . 75

Figure 4.7 Distribution of the best estimate obtained from≈ 2× 104

pseudo–datasets. . . . . . . . . . . . . . . . . . . . . . 76
Figure 4.8 Distribution of the reconstructed rates from pseudo-

datasets obtained constraining the ν(CNO) rate and
the ratio Rpp/Rpep alternatively . . . . . . . . . . . . . 77

Figure 4.9 Distribution of best estimates from an ensemble of pseudo-
data generated randomizing the model parameters. . . 80

Figure 4.10 pp neutrino uncertainty as a function of the fit starting
point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Figure 5.1 Borexino Phase II exposure . . . . . . . . . . . . . . . . 86
Figure 5.2 Fit results: energy projection . . . . . . . . . . . . . . 90
Figure 5.3 Fit results: radial and PS projection . . . . . . . . . . 91
Figure 5.4 Goodness of fit test . . . . . . . . . . . . . . . . . . . . 91
Figure 5.5 Profile likelihood of pp and 7Be neutrino rates . . . . . 92
Figure 5.6 Profile likelihood of pep and CNO neutrino rates . . . 93
Figure 5.7 Detail of pep neutrino shoulder and one-sided profile

likelihood for CNO neutrino upper limit. . . . . . . . 94
Figure 5.8 Reconstructed rate of 14C and pp neutrinos as a func-

tion of the fit starting point . . . . . . . . . . . . . . . 95
Figure 5.9 νe survival probability obtained assuming the solar neu-

trino fluxes predicted by the HZ and LZ SSMs. . . . . 99
Figure 5.10 Distribution of the test statistics for a frequentist hy-

pothesis test of MSW-LMA vs. Vacuum–LMA assum-
ing the HZ and LZ SSM fluxes. . . . . . . . . . . . . . 100

Figure 5.11 Borexino measurements of Φ7Be and Φ8B compared to
HZ and LZ SSM predictions . . . . . . . . . . . . . . . 104

Figure 5.12 Result of the Bayesian fit of Borexino results using the
HZ/LZ SSM predictions as alternative priors. . . . . . 107

Figure 5.13 Φ8B and Φ7Be resulting from a global analysis of all the
solar ν data available and of KamLAND data. . . . . . 108

Figure 6.1 Region of interest for CNO neutrinos in Borexino spec-
trum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Figure 6.2 Uncertainty of the CNO neutrino rate as a function of
the accuracy in the background rate from a rate analysis112

Figure 6.3 CNO uncertainty from a simple rate analysis with in-
creased exposure. . . . . . . . . . . . . . . . . . . . . 113

Figure 6.4 Expected uncertainty on the ν(CNO) rate from a rate
+ shape analysis . . . . . . . . . . . . . . . . . . . . . 115

Figure 6.5 Impact a possible bias on the 210Bi constraint in the
determination of the CNO rate . . . . . . . . . . . . . 116

Figure 6.6 Illustration of the definition of median discovery power 117



List of Figures 173

Figure 6.7 Median discovery power of a CNO neutrino signal for
different accuracies in the determination of the back-
ground rate. . . . . . . . . . . . . . . . . . . . . . . . . 118

Figure 6.8 Discovery power in case of upper limit on the 210Bi rate 119
Figure 6.9 Distribution of best fit estimates in the 210Bi–CNO

space for the 210Bi rate free, constrained, or upward
limited. . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Figure 6.10 226Ra decay chain and time evolution of the 210Pb,
210Bi and 210Po rate in case of a 210Pb contamination. 122

Figure 6.11 Expecetd trend of the 210Po rate . . . . . . . . . . . . 123
Figure 6.12 Projected sensitivity to the 210Po supported rate . . . 123
Figure 6.13 Distribution of the 210Bi and CNO rate obtained fitting

ensambles of pseudo-data generated injecting different
rates of 210Bi . . . . . . . . . . . . . . . . . . . . . . . 124

Figure 6.14 Distribution of the CNO 95% C.L. upper limit for dif-
ferent 210Bi purification scenarios . . . . . . . . . . . . 125

Figure 6.15 Expected count rate evolution and energy ranges used
for a time analysis . . . . . . . . . . . . . . . . . . . . 127

Figure 6.16 Simplified MV PDFs including time . . . . . . . . . . . 128
Figure 6.17 Distribution of 210Bi CNO best fit estimates from a

multivariate analysis on psedo-datasets with and with-
out considering the time information . . . . . . . . . . 129

Figure 7.1 210Po rate evolution in the 7Be FV . . . . . . . . . . . 135
Figure 7.2 Evolution of the 210Po rate within a 2.75 m sphere for

the first 1250 days of Borexino Phase II . . . . . . . . . 137
Figure 7.3 Sketch of the temperature monitoring system . . . . . 138
Figure 7.4 Temperature evolution in the outer buffer during and

after insulation operations. . . . . . . . . . . . . . . . . 139
Figure 7.5 Evolution of 210Po spatial density during the thermal

stabilization of the detector . . . . . . . . . . . . . . . 139
Figure 7.6 210Po spatial distribution obtained including a trans-

port model in CDF simulations . . . . . . . . . . . . . 141
Figure 7.7 Position of the minimum 210Po rate returned by the

Unbiased Minimum Finder . . . . . . . . . . . . . . . . 143
Figure 7.8 Evolution of the 210Po rate at the minima returned by

the Unbiased Minimum Finder . . . . . . . . . . . . . . 143
Figure 7.9 Kernel density estimator of a uniform distribution . . . 147
Figure 7.10 Standard deviation of the derivative value distribution

as a function of the average event density . . . . . . . 147
Figure 7.11 Procedure for the definition of the plateau region . . . 148
Figure 7.12 210Po density model used for the plateau reconstruction

test and characterization. . . . . . . . . . . . . . . . . 151
Figure 7.13 Reconstructed plateau region for different 210Po test

density models. . . . . . . . . . . . . . . . . . . . . . . 151



174 List of Figures

Figure 7.14 Distribution of the reconstructed 210Po plateau rate for
different test model assumed . . . . . . . . . . . . . . . 152

Figure 7.15 5000 realization of the test model with randomized pa-
rameters and distribution of the reconstructed plateau
rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Figure 7.16 Distribution of the reconstructed 210Po plateau rate for
an injected value of 10 and 50 cpd/100 t . . . . . . . . 154

Figure 7.17 FV selected for the 210Po analysis . . . . . . . . . . . . 154
Figure 7.18 Effect of 210Po selection . . . . . . . . . . . . . . . . . 155
Figure 7.19 Application of the plateau finder method on 210Po data 156
Figure 7.20 Evolution of the selected 210Po plateau and of the cor-

responding rate . . . . . . . . . . . . . . . . . . . . . . 158
Figure 7.21 Reconstructed rate with a fixed size plateau search . . 159
Figure A.1 Distribution of the test statistics used to evaluate the

discovery power to the HZ CNO signal . . . . . . . . . 169



L I S T O F TA B L E S

Table 1.1 Neutrino fluxes expected from the HZ and LZ SSM . . 20
Table 2.1 Cosmogenic isotopes in Borexino . . . . . . . . . . . . 35
Table 2.2 Main sources of internal background in Borexino . . . 36
Table 3.1 Minuit settings in fit procedure validation . . . . . . . 54
Table 3.2 Injected rates and parameters starting values used in

bx-stats validation . . . . . . . . . . . . . . . . . . . . 55
Table 4.1 Expected statistical uncertainty and systematics due

to the fit model. . . . . . . . . . . . . . . . . . . . . . 81
Table 5.1 Details of the MV analysis . . . . . . . . . . . . . . . . 86
Table 5.2 List of paramters in the fit model . . . . . . . . . . . . 87
Table 5.3 Rate and fluxes of low energy solar neutrinos measured

by Borexino-Phase II . . . . . . . . . . . . . . . . . . . 96
Table 5.4 Backgroud rate measured in Borexino-Phase II . . . . . 96
Table 5.5 Systematics budget for solar neutrino components. . . 97
Table 5.6 Values of νe survival probability . . . . . . . . . . . . . 98

175





B I B L I O G R A P H Y

[1] H. R. Crane. “The Energy and Momentum Relations in the Beta-Decay, and
the Search for the Neutrino”. In: Rev. Mod. Phys. 20 (1 1948).
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