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Introduction

Motivation

The study of neutrinos is one of the most active sectors in modern astroparticle physics.

On the one hand, the discovery of neutrino oscillations, which was awarded the Nobel Prize in
2015, demostrated that neutrinos are unique tools to study particle physics. The long list of open
questions regarding neutrinos (absolute masses, mass ordering, CP violation, neutrino Majorana
or Dirac nature, existence of sterile neutrinos) is calling for answers which may have profound
implications both on particle physics and cosmology.

At the same time, the neutrino elusiveness make them appealing from the astrophysical point of
view. Thanks to their low cross-section, in fact, neutrinos can travel the cosmos almost undisturbed,
carrying precious information on the astrophysical objects which have produced them. Ultra-high
energy neutrino astronomy can provide insight in the long-standing problem of the origin and
acceleration mechanism of high-energy cosmic rays, while supernova neutrinos can probe the
theoretical predictions concerning the evolution and death of the stars.

Solar neutrinos play an irreplaceable role for the comprehension of the mechanisms powering our
star. The study of solar neutrino fluxes has allowed to definitely prove that the Sun is powered by
thermonuclear reactions occurring in its core, confirming the Standard Solar Model predictions.

Several questions concerning solar neutrinos are still unsolved. In particular, neutrinos emitted in
the CNO cycle of reactions are the only undetected piece of the solar fusion puzzle. The CNO cycle
is believed to be the main engine of very massive stars, while it is expected to contribute only ∼ 1%

to the solar luminosity. Observing neutrinos from the CNO cycle reactions would have therefore
a striking importance in astrophysics, since it would provide the first experimental proof of the
existence of this important source of energy in the core of the stars.

Moreover, since the CNO cycle is catalyzed by elements heavier than helium, the related neutrino
flux is very sensitive to the metal abundance in the Sun. Recent determinations of the solar surface
composition suggest that the solar metallicity might be lower than previously assumed. However,
if lower abundances are given as input, the SSM shows a worse agreement with the helioseismic
measurements. An accurate CNO neutrinos flux measurement would therefore be helpful in settling
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this so-called metallicity problem.

This PhD thesis is mostly related to the determination of CNO solar neutrinos by means of
the Borexino detector. Borexino is an ultrapure liquid scintillator-based detector located at the
Laboratori Nazionali del Gran Sasso, Italy. Throughout a more than ten-years long data taking, it
has achieved outstanding results about solar neutrino physics, measuring all the neutrino fluxes
emitted from the pp chain nuclear reactions. The main difficulties of the CNO analysis analysis in
Borexino are related to the very low signal/background ratio, and to the presence of a background
whose energy spectral shape is highly correlated to the CNO neutrinos one. The main result,
consisting in the the first direct indication of a signal from CNO neutrinos, has been achieved
analyzing the latest three years of Borexino data taking.

Thesis overview

The present PhD thesis consists of eight Chapters. Chapter 1 and Chapter 2 are introductory to
the neutrino physics and to the Borexino detector, respectively. Chapter 3 summarizes the strategy
for the CNO neutrinos analysis followed throughout the thesis. Chapters 4-5-6-7 examine several
topics of the CNO neutrinos analysis, spanning from the data selection sequence, to the multivariate
fit techniques, to Monte Carlo simulations, to the 210Bi and 210Po backgrounds analysis.

Chapter 1: Neutrino physics. A basic introduction to the neutrino physics, emphasizing
the processes involved in the generation of neutrinos from the Sun, the flavor oscillations, and
the sterile neutrino hypotesis.

Chapter 2. The Borexino experiment: detector design and pp-chain results. A
basic review of the Borexino detector: the detector design, the main background contaminants,
the events reconstruction, the main physics achievements and next goals in the field of solar
neutrino physics.

Chapter 3: Strategy for the search of CNO neutrinos with Borexino. The extensive
sensitivity studies that will be reported in this Chapter indicate that Borexino has the chance
to tackle CNO neutrinos provided that the interaction rate of 210Bi isotope, the most annoying
background, is determined independently by the multivariate fit used to disentangle signal
and backgrounds. Later, the strategy adopted in this thesis to isolate a CNO neutrinos signal
is outlined. The main techniques and ideas underlying the analysis are shortly summarized,
while they will be separately and extensively described in the following chapters.

Chapter 4: Data selection and multivariate fit for the CNO neutrinos analysis.
Basic data quality selection cuts, to disentangle as much as possible the neutrino signal
from the radioactive background on an event-by-event basis, are discussed. Techniques to
tag the 11C cosmogenic background events, crucial in the context of CNO-ν determination,
are reviewed. I have carefully analyzed the impact of these selection cuts on the new data,
studying the selection stability as a function of time, and finding no evidences for anomalies
or issues. The Phase-III-TMP dataset (July 2016 - June 2019), which will be analyzed in this
thesis to search for the CNO-ν signal, will be defined, showing the related energy spectrum
and stability plots. The multivariate fit of the energy spectra, radial distribution and e+/e−

discriminator variable profile is outlined, along with the related methods and technicalities; the
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two possible approaches to describe the detector energy response, on which the construction
of the reference PDFs for the fit is based, are described in detail.

Chapter 5: The Monte Carlo simulation of Borexino detector for the CNO neu-
trinos analysis. The Monte Carlo simulation chain to generate physical events in Borexino
is presented. The issue of the energy scale inconsistencies between Monte Carlo simulations
and data, from 2016 on, is addressed. Together with the Borexino analysis team, I devoted a
significant effort to solve this issue, which would have prevented us to perform the Monte
Carlo fit on the Phase-III dataset, dedicated to CNO-ν analysis which started in July 2016.
The problem was found to be related to the photomultiplier quantum efficiencies (QE) which
are given as input to the simulations and are calculated from data on a weekly basis. After
reviewing and improving the code which calculates the QE, I have performed a critical
re-tuning of the Monte Carlo input parameters, based on a re-analysis on the calibration data;
then, I have produced via simulations the reference energy shapes for signal and backgrounds
to be given as inputs to the fit. This has solved the Monte Carlo problem and now it is
possible to perform the Monte Carlo fit also on Phase-III data.

Chapter 6. Determination of the 210Bi background rate for the CNO neutrinos
analysis. A crucial ingredient for the CNO-ν determination consists in a accurate deter-
mination of 210Bi background rate. The main strategy to determine the 210Bi rate, based
on the connection with its decay daughter 210Po found in secular equilibrium, is reviewed.
I will show the analysis of the 210Po spatial and time distributions, as well as the related
impact of temperature evolution and detector thermal stabilization. Then, the proposed
ideas to determine the supported 210Po rate (radial analysis, of which I have been the main
contributor, and clean bubble analysis) are discussed in detail. Then, I show the analysis
of the 210Bi time stability and homogeneity in the scintillator, along with the study of the
related systematic uncertainties to be associated to the 210Bi independent constraint.

Chapter 7. First indication of a solar neutrinos signal from the CNO cycle
reactions. The elements analyzed in the previous three Chapters (data selection and
multivariate fit, 210Bi -210Po studies, Monte Carlo simulations) are combined together to
achieve the first evidence of a CNO-ν signal. I present the multivariate analysis of the
Borexino Phase-III-TMP dataset via the two analytical and Monte Carlo based approaches:
the absence of CNO-ν signal is preliminarly excluded at a 3σ and 4σ confidence level
respectively. Furthermore, I have exploited this measurement to infer additional information
on solar physics, in terms of the solar metallicity discrimination, which has been slightly
improved with respect to the previous Borexino results, and in terms of the first direct
assessment of the C+N abundance in the solar core. Results need to be considered as
preliminary, since Borexino is still taking data and the Phase-III dataset is not closed yet.
The official release of the final results is expected to take place in a few months.

Separated from the rest of the thesis, Chapter 8 is fully dedicated to the SOX project, which has
been a proposed continuation of Borexino experiment beyond the end of solar neutrino campaigns.
The main physics goal of the project was the search for the light sterile neutrinos. Throughout my
first year of PhD activity, I have been heavily involved in the sensitivity studies topic for the SOX
project.

Chapter 8. SOX: Short distance neutrino Oscillations with BoreXino. SOX has
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been one of the experiments planned to probe the sterile neutrino anomalies, and possibly
test conclusively the sterile neutrino(s) hypothesis; the key idea relied on placing an intense
artificial νe source close to the Borexino detector. Unfortunately, the SOX project has been
interrupted before its beginning, due to the technical issues to produce the νe source with the
required activity and purity levels. My work has been strongly focused on the investigation
and impact of the main systematic factors affecting the SOX sensitivity to sterile neutrinos,
both source-related and detector-related. In a nutshell, the studies shows how SOX could
have been sensitive to the sterile hypotesis at the design expected levels, covering most of
the allowed parameters region by the light sterile anomalies; the expertises and the analysis
techniques which I adopted can be extended to a future SOX-like experiment, i.e. a large
mass and liquid-based scintillator detector with low radioactive contamination aiming to
investigate the light sterile neutrino hypothesis.
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Chapter 1

Neutrino Physics

In this Chapter I will give a brief introduction to neutrino physics. Since my thesis is mostly
devoted to the study of solar neutrinos with the Borexino experiment, I will focus in particular on
the description of the Standard Solar Model and its predictions regarding the flux of neutrinos from
the pp chain and the CNO cycle. After giving an overview of the current experimental status of
solar neutrino studies, the open issues and experimental perspectives about solar neutrinos will be
discussed, mainly connected to the detection of the still missing CNO neutrinos. I will also discuss
the mechanism of neutrino oscillations, which have been discovered also thanks to solar neutrinos
and can now be described in a rather complete theoretical framework. The well-estabilished
three-flavors scenario is being challenged by persisting experimental anomalies which could be
solved by the introduction of one or more families of sterile neutrinos. I will discuss the sterile
neutrino issue and possible experimental ways to solve it; more on this subject will be elaborated
in the last Chapter 8, where I will present the short-baseline SOX project and my studies on its
sensitivity to sterile neutrinos.

This Chapter is organized as follows. After an historical introduction (Sec. 1.1), neutrinos are
described in the frame of the Standard Model of particle physics (Sec. 1.2). Natural and artificial
sources for neutrinos are listed and reviewed in Sec. 1.3. Focusing to the solar physics field, the
Standard Solar Model and the associated predictions for solar neutrinos are introduced respectively
in Sec. 1.4 and Sec. 1.5. The so-called solar neutrino problem, which is the inconsistency between
measured and predicted solar neutrino fluxes, is presented in Sec. 1.6; the flavor oscillations
phenomenon, confirmed as the solution of this problem, is then illustrated (Sec. 1.7). An introduction
to the experimental way to constrain or determine the neutrino absolute mass scale will be outlined
in Sec. 1.8. Moving to sterile neutrino physics (Sec. 1.9), the long standing experimental anomalies
in the ∼ 1 eV mass region (Sec. 1.9.1) and the idea of a fourth flavor state as possible solution
(Sec. 1.9.2) are addressed; future perspectives are outlined in Sec. 1.9.3.

1.1 Introduction

The existence of neutrinos has been proposed for the first time by Pauli in 1930 [1], trying to
get an explanation for the continuous spectrum of electrons emitted in the β decay of several
radioactive isotopes. Being the β decay supposed to be a two-body process, this observation was
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Figure 1.1: Schematic depiction of the Standard Model particles with related mass, electric
charge and spin values.

not compatible with the energy conservation principle, which would have suggested instead a
monoenergetic spectrum. In addition, assuming a two-body β decay, experimental results clashed
with the the momentum and spin conservation laws. Pauli supposed the existence of an undetected
neutral particle emitted in the β decay, along with the electron, allowing to recover the three
conservation laws. In the following years, trying to describe the nuclear decay rates of β decays,
Fermi proposed the first version of the weak interaction framework: it was based on a pointlike
interaction of four fermions through two vector currents. Among the fermions involved, also the
previously hypotized neutrino was present.

Nearly thirty years later, in 1956, Cowan and Reines observed the anti-neutrinos using a large
water-based detector placed near a nuclear power plant [2]. They exploited a huge flux of electron
antineutrinos emitted from the nuclear reactor, to induce the inverse β reaction νe + p→ n+ e+.
In 1995, Reines was awarded for these results with the Nobel Prize for pioneering experimental
contributions to lepton physics [3]. From the first detection, neutrinos have been observed from a
wide range of natural and artificial sources: from the atmosphere, due to the cosmic rays interactions
(atmospheric neutrinos), from the supernova SN-1987A (supernovae neutrinos), from the nuclear
reactors, from particle accelerators, and above all from the nuclear reactions occuring in the Sun
(solar neutrinos).
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1.2 Neutrinos in the Standard Model of particle physics

The Standard Model of particle physics (SM) is a gauge theory which successfully describes in a
common framework the strong, the weak and the electromagnetic fundamental interactions [4]. The
theoretical predictions stemming from this model have been successfully confirmed by experiments
throughout the years, making it one of the greatest achievements of the XX century physics. After
the discovery of the Higgs boson at LHC, the Standard Model was established as a full, correct
theory of fundamental physics in the electroweak energy scale. The Standard Model particles are
firstly categorized according to their spin: fermions, spin–1/2 particles that are the fundamental
blocks of matter, separated in three flavor families of leptons and quarks, and the bosons, spin–1

particles which are the mediators of the interaction fields. The six quarks (up, down, charm, strange,
top, bottom), carrying a color charge, are able to interact also through the strong force. The
dynamics of the six leptons instead is completely governed by the electroweak sector. Among the
bosons, the strong interactions are mediated by eight massless gluons, while the three massive
bosons W± and Z mediate the weak interaction. One massless photon is the electromagnetic force
carrier. The Higgs boson plays a unique role in the Standard Model, by explaining why the other
elementary particles, except the photon and gluon, are massive. Without the Higgs mechanism, all
bosons would be massless. In the Standard Model fermions, such as leptons and quarks, acquire
mass as a result of their interaction with the Higgs field.

Neutrinos are electrically neutral leptons with the lowest mass among the Standard Model’s particles.
Being leptons, they do not interact through the strong force. In the SM, neutrinos can be found in
three orthogonal flavors, which are the eigenstates of the weak interaction, forming three doublets
with the three charged leptons: the electron neutrino νe, the muon neutrino νµ, the tau neutrino
ντ , along with their antiparticles (the three antineutrinos νe, νµ, ντ ). Neutrinos can change flavor
when they propagate, giving rise to the flavor oscillation phenomenon (Sec. 1.7). This represents
the first evidence of physics beyond the Standard Model.

The concept of neutrino flavor is dynamical, defined through the reactions: νe/νµ/ντ is the neutrino
produced along with e+/µ+/τ+, or which produces an e−/µ−/τ− in a charged current weak
interaction processes. A similar definition can be stated for the three anti-neutrinos νe, νµ, ντ .
The experimental evidence studying neutrinos show that they are always produced in V-A weak
interaction processes: this implies that they are found dominantly in a left-handed state.

According to the minimal formulation of the SM, the three neutrinos are considered as massless, and
therefore as pure left-handed states [4]. Currently, there are no significant hints on the existence of
right-handed neutrinos (sterile neutrinos), which would interact with the other SM particles only
through gravitational force. Their possible interaction would be many orders of magnitude fainter
than the ordinary left-handed neutrino weak interaction. Such particle cannot be included in the
SM, because a right-handed component needs to be described as a singlet of the SU(2)L symmetry
group, which cannot be coupled to the weak bosons. Right-handed neutrinos, if existing, could
anyway assume a crucial role to understand many pending topics related to the physics beyond the
SM, like the neutrino mass generation, the huge mass scale difference between the neutrino and
the other SM particles, the matter-antimatter symmetry in the Universe. The hypothesis of the
existence of light sterile neutrinos in the eV mass scale will be addressed in Sec. 1.9.

A summary of the Standard Model particles is depicted in Fig. 1.1 along with their mass, their
electric charge and their spin values. In spite of the theoretical self-consistency and the experimental
success, the SM leaves some phenomena unexplained, and it falls short of being a complete theory
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of fundamental interactions [4]. For example, any attempt to describe the gravity in the Standard
Model has revealed unsuccessful so far: the full theory of general relativity is not included. Dark
matter candidates are not predicted. The fermion and boson masses, as well as the interaction
couplings values, are free parameters of the model. For what concerns the neutrino physics field,
some of the open questions are the neutrino mass ordering, which is still unknown, the Dirac or
Majorana nature of neutrinos, their absolute mass scale determination.

1.2.1 Neutrino mass generation

Neutrinos are introduced in the Standard Model as truly massless fermions, due to their pure
left-handed nature. In Sec. 1.7 we will describe how the existence of neutrino oscillations provides a
clear evidence for the non-zero neutrino masses, giving the first sign of fundamental physics beyond
the SM: thus, a mechanism for giving masses to neutrinos is needed.

The most general neutrino mass terms can be of two different types: Majorana or Dirac. At
present, the question of the Dirac or Majorana nature for neutrino masses is still theoretically
and experimentally open. In the case of Majorana neutrinos, the neutrino mass term is a linear
combination of the product of left-handed and right-handed (charge-conjugate) components of
neutrino fields:

LM = −1

2
MM (νcLν

c
L + h.c.) (1.1)

The Majorana mass term LM mixes neutrinos and antineutrinos; it breaks the lepton number
conservation by two units and Majorana neutrinos obey the so-called Majorana condition:

νM = νcM (1.2)

where c apex represent the transformed field under the charge inversion operator1. Besides a possible
Majorana phase, this condition implies that one field describes both neutrino and anti-neutrino
states, which are not distinguishable. Therefore, a Majorana neutrino is described as a system
with two degrees of freedom, while Dirac particles are represented by four degrees of freedom. If
neutrinos are indeed Majorana particles, neutrinoless double beta decay, as well as other lepton
number violating phenomena, would be allowed.

In the case of Dirac neutrinos, the neutrino mass term is generated by the same standard Higgs
mechanism that produces quark and charged lepton masses. One introduces the right handed fields,
singlets under the SM gauge group: being not allowed to interact through weak interactions, a
direct detection would be impossible. The Dirac mass term would be:

LD = −MD (νcRν
c
L + h.c.) (1.3)

The total lepton number L is conserved, but the separate lepton flavor symmetries are broken.
As a consequence, neutrino with definite mass are Dirac particles described by four-component
spinors and Dirac neutrinos and anti-neutrinos have opposite L. It is important to note that the
Dirac/Majorana distinction does not affect the flavor oscillation properties that will be described in
Sec. 1.7, which are mostly independent from to the neutrinos mass generation mechanism.

1Quark and charged-lepton Majorana masses are forbidden by electric charge conservation.
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1.3 Neutrino sources

Many different physical process in the universe, natural or anthropic, can yield neutrino production.
In general, neutrinos can be classified according to their sources. The measured and expected
(anti-)neutrino fluxes from currently known sources are shown in Fig. 1.2 as a function of their
energy. For what concern their detection, the energy range from keV to several GeV is the domain
of underground detectors, while the one from tens of GeV to about 100 PeV, with its much smaller
fluxes, is addressed by Čerenkov light detectors underwater and in ice. The highest energies are
only accessible with huge detector volumes, because of the very faint incoming flux.

Neutrinos and antineutrinos can be classified according to their production source as follows [5]:

• Cosmological neutrinos (relic neutrinos);

• Solar neutrinos;

• Reactor neutrinos;

• Radioactive source neutrinos;

• Accelerator neutrinos;

• Terrestrial neutrinos (geo-neutrinos);

• Atmospheric neutrinos;

• Supernovae neutrinos.

• Cosmogenic neutrinos (ultra-high energy neutrinos).

The lowest energy region (µeV and meV, see Fig. 1.2) is populated by the cosmological neutrinos,
i.e. the 1.9 K neutrino counterpart (CνB) to the 2.7 K cosmic microwave background. This flux
is expected to amount ∼ 1020 cm−2 s−1, but with a cross section extremely low, σ ∼ (10−56 −
10−64) cm−2 [6]. The direct detection of relic neutrinos is an extremely difficult task with present
experimental techniques, and it was proposed in a paper by Steven Weinberg in 1962 [7]. At the
current status, PTOLEMY [8] is the only project whose primary design goal is the CνB direct
detection. The experimental technique is based on the process of neutrino capture on tritium
νe + 3H→ 3He + e−: the smoking gun signature for CνB capture is the observation of a peak in
the electron spectrum at 2mν energy above the β-decay endpoint.

The keV-MeV range is populated by neutrinos from the Sun, from supernovae, from nuclear reactors,
from artificial radioactive sources and from the interior of the Earth. Nuclear reactors are the
major source of human-generated neutrinos: electron anti-neutrinos are emitted in the β− decay
of neutron-rich daughter fragments in the fission process from the 235U, 238U, 239Pu and 241Pu [9,
10]. On average, each nuclear fission releases about 200 MeV of energy, of which roughly 4.5% is
radiated away as antineutrinos. The detectable antineutrinos from fission reactions show an energy
peak between about 3.5 and 4 MeV, with a maximal energy of about 10 MeV. Nuclear power plants
have been exploited by a several experiments aiming to study the neutrino oscillations in a wide
source-to-detector distance range, or to investigate the existence of sterile neutrinos.
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Figure 1.2: Measured or expected (anti-)neutrino fluxes from currently known sources as a
function of their energy, in log-log scale [5].

The Sun is by far the most important neutrino source for current experiments, providing a very
high neutrino flux at the Earth surface, estimated to be ∼ 6 · 1010 cm−2s−1. This topic will be
addressed in detail in Sec. 1.5.

Intense radioactive sources can be used to study the neutrino oscillations. They can be produced
from spent nuclear fuel in reactors, or via neutron irradiation. Due to the very small size, compared
to the typical detector dimensions, they can be considered as pointlike sources.

Accelerators can be employed to make artificial high-statistics neutrino beams. The most common
technique is to collide protons onto a fixed target, producing charged pions or kaons. These mesons
are then magnetically focused into a tunnel where they decay in flight, emitting neutrinos or
antineutrinos. Other decay products are then absorbed by a solid beam dump.

Geo-neutrinos [11] are νe in the MeV energy range produced by β− decays of long-lived isotopes,
which are naturally present in the interior of the Earth, such as decays in the 238U and 232Th

chains, and 40K (which also produces neutrinos). Measuring the total geo-neutrino flux [12, 13, 14]
through the inverse β reaction makes it possible to determine the contribution of radiogenic heat
released in radioactive decays to the total terrestrial surface heat flux, currently estimated to be
about 46 TW.

Atmospheric neutrinos are produced in hadronic showers resulting from collisions of cosmic rays
with nuclei in the upper Earth atmosphere. These showers contain unstable charged mesons which
decay before the contact with the earth surface, leading to the production of electronic or muonic
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neutrinos and antineutrinos, according to the processes:

π+ → µ+ + νµ µ+ → e+ + νe + νµ (1.4)

π− → µ− + νµ µ− → e− + νe + νµ (1.5)

resulting in an expected population ratio of N(νµ + νµ)/N(νe + νe) ≈ 2. The energy range of
atmospheric neutrinos lies between 1 GeV and 100 GeV.

Neutrinos are also massively produced by Type Ib, Ic and Type II Supernovae explosions. During
these events, the density at the star core increases to extreme values (∼ 1017 kg/m3), making it
possible the electronic capture on protons, thus favouring the production of neutrons and electronic
neutrinos. A prominent feature of the collapse is that ≈ 99% of the gravitational binding energy
of the resulting remnant is converted to a burst of neutrinos of all flavors, with energies of a
few tens of MeV and over a timescale of a few tens of seconds. A second and more important
neutrino source is the thermal energy (1051−53 erg) of the newly formed neutron core, which is
dissipated via the formation of neutrino-antineutrino pairs of all flavors. Supernova neutrinos
from the supernova 1987A in the Large Magellanic Cloud have been recorded in 1987 by three
detectors [15, 16, 17]: Kamiokande in Japan, IMB in the USA (both water Čerenkov detectors) and
the Baksan scintillation detector in Russia.

The highest energies (starting from the TeV range) are domain of cosmogenic neutrinos, produced
in or near extreme acceleration sites outside our galaxy. As for the atmospheric neutrinos, they
are expected to be produced when charged particles interact with matter and light, resulting in
charged mesons that decay into neutrinos and other particles. The possible sources candidates are
the supernova remnants, the Gamma Ray Bursts or Active Galactic Nuclei [18]. The observations
of high-energy neutrinos can provide insight into the long-standing problem of the origins and
acceleration mechanisms of high-energy cosmic rays. High energy neutrinos can be detected by
huge Čerenkov light detectors [19]. IceCube, a large volume detector located in Antarctica ice,
detected for the first time neutrino events in the PeV energy region [20]. In 2017, IceCube detected
a high-energy neutrino, IceCube-170922A, with an ∼ 290 TeV energy, and with its arrival time and
direction consistent with a γ-ray flare from the blazar TXS 0506+0562 [21, 22], which was observed
to be in a flaring state. The extensive photon multi-wavelength campaign which followed, ranging
from radio frequencies to γ-rays, confirmed the spatial and temporal coincidence, suggesting that
this blazars is a source of high-energy neutrinos at the 3.0σ significance level.

1.4 The Standard Solar Model

In the following I will shortly summarize the main concepts behind the formulation of the Standard
Solar Model, necessary for a basic comprehension of the solar neutrinos production. For more
details see Ref. [23, 24, 25, 26, 27, 28]. The model is based on a set of equations which describe the
stellar evolution, which are shortly introduced hereafter:

• Mass conservation: in its expected main-sequence lifetime, expected to last ∼ 1010 y, the Sun
will lose an irrelevant ∼ 0.01% of its initial mass.

2Blazars are a class of active galactic nuclei with powerful relativistic jets pointed close to our line of sight.
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• Energy conservation: energy is produced by nuclear fusion reactions, which take place in
the core of the Sun. The related energy conservation accounts for both this nuclear-emitted
energy, and for the energy contribution used for the star expansion or contraction.

• Hydrostatic equilibrium: a star burns in hydrostatic equilibrium, i.e., mantaining a local
balance between the gravitational force and the pressure gradient resulting from the ther-
monuclear reactions.

• Energy transport: energy is transported by radiation in the innermost core of a star and by
convection in the outernmost regions. In principle, it allows to determine the temperature at
any point of the star.

An additional equation describes the time evolution of chemical composition: it depends on the
nuclear reactions rates (which are an input of the model) and on the diffusion of helium and heavy
elements. In addition, also an equation of state is needed, which specifies the relation between
density, pressure, temperature and chemical composition. A proper equation of state must include
the effects of ionization, radiation pressure, pressure ionization, degeneracy, and so on; it is usually
provided by means of tabular form as functions of T , P (or ρ) and chemical composition [29].
Summarizing, the Standard Solar Model is obtained solving these equations in time imposing the
boundary conditions measured experimentally for our Sun [25].

The metallicity of the Sun, i.e. the fraction of elements heavier than He, is one of the most
crucial parameters given in input to the model; it is assumed to be the same as the current surface
composition, which is measured through photosphere spectroscopy. Historically, the solar abundance
values from Grevesse and Sauval (GS98, [30]) were used, adopting a ratio between heavy-element and
hydrogen abundance Z/X = 0.023 (high metallicity or HZ scenario). Starting from 2001, several
works (Ref. [31, 32, 33]) have reviewed the spectroscopic determinations of the solar photospheric
composition, mainly thanks to the development of three dimensional hydrodynamic models of the
solar atmosphere and to new analyses of solar emission spectral lines. The main result of this review
is a significant lowering of the metal abundance (AGSS09, [31]) to Z/X = 0.0165, that is about
28% lower than the previous value of GS98 (low metallicity or LZ scenario).

Unfortunately, the SSM which makes use of the low metallicity abundances produces results
which are in disagreement with helioseismology. Explanations have been put forward in terms of
modifications of the physical processes involved in the energy transport (e.g. energy transport by
diffusion [34, 28], solar accretion [26]) or of improvements related to the microphysics inputs of
SSM (e.g. radiative opacities [25], nuclear reaction rates). Unfortunately, none of these possibilities
leads to a complete solution of this so-called solar abundance problem.

A help to settle this tension could come from solar neutrinos: indeed, the predicted solar neutrino
fluxes depend on the metallicity input, especially for neutrinos of the CNO cycle reactions (see
Tab. 1.1 and Sec. 1.5.2). A direct and precise measurement of the CNO-ν flux could help to
shed light on this issue; moreover, it would represent the first evidence of this energy production
mechanism, which looks crucial for massive stars (see Sec. 1.5.2). The solar physics implications of
a CNO-ν flux measurement will be discussed in Sec. 7.4.
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1.5 Solar neutrinos

According to the SSM described in the previous Section, the Sun shines thanks to two main branches
of thermonuclear reactions [35]. The proton-proton pp chain dominates the energy production in
the Sun, contributing to ≈ 99% of its luminosity. The still undetected CNO cycle, which employs
Carbon, Nitrogen and Oxygen nuclei as catalysts, is supposed to be secondary for the Sun, providing
≈ 1% of luminosity, while is expected to be dominant for massive stars M & 1.5M�. The scheme
of processes occurring in the pp chain and in the CNO cycle are reported respectively in the left
and right panel of Fig. 1.3. The net process for both the two sequences is the conversion of four
protons into a 4He atom:

4p→ 4He + 2e+ + 2νe +Q (1.6)

emitting two electron neutrinos. An energy Q is released in this reaction3:

Q = 4mp + 2me −m4He = B(4, 2) + 2me − 2(mn −mp) = 26.731 MeV (1.7)

where B(4, 2) is the nuclear binding energy of 4He. This energy is released as photon or neutrino
kinetic energy. Instead, the e+ emitted in the reaction annihilate with free electrons in the solar
plasma, producing photons which travel and interact in the solar matter. Electron neutrinos are
produced in eight of the reactions depicted in Fig. 1.3 (five for pp chain and three for CNO cycle),
which will be described in more detail in Sec. 1.5.1 and Sec. 1.5.2. Considering both the pp chain
and the CNO cycle processes, the overall νe energy spectrum lies in the 0 MeV < Eν < 18.8 MeV

range, depending on the involved nuclear reactions. The resulting neutrino fluxes predicted by the
B16 SSM4, as a function of the νe energy, are depicted in Fig. 1.4.

The extremely low neutrino cross section makes solar neutrinos an ideal probe of the Sun interior
[37]. Considering an average core solar density ρ ≈ (100− 150) g/cm3, which leads to an electron
numerical density ne ∼ 1026 cm−3, and an average cross section of about 〈σ〉 ∼ 10−43 cm2 at 1 MeV

energy, the νe free mean path λν in the solar matter can be calculated as

λν =
1

ne 〈σ〉
∼ 1

1026 cm−3 · 10−43 cm2
∼ 1017 cm (1.8)

which is more than six order of magnitude larger than R� ∼ 6.9 · 1010 cm. Thus, neutrinos are
able to travel the solar matter almost undisturbed at almost the speed of light, reaching the Earth
surface approximately in eight minutes. They act as perfect tracers of the Sun core, where they
have been generated. Photons mean free path instead is much shorter, λγ ∼ 1 cm, because of the
higher cross section for electromagnetic processes σγ ≈ σThomson ∼ 10−25 cm2. Indeed, as hinted
previously, they continuously interact through Thomson scattering (or inverse Bremsstrahlung),
losing the initial energy and direction information. Because of these consecutive processes, photons
wander in the Sun performing a random walk which reduces considerably their net speed: by means
of brownian motion estimations, a photon emitted in the core of the Sun takes ∼ 105 years to
emerge from outside the photosphere. These considerations promote the neutrinos as the only
real-time messengers from the Sun core.

3The Q-value Q = Mi −Mf is defined as the difference between the initial state total mass Mi and final state
total mass Mf , and it is equal, in natural units, to the total kinetic energy available to the final state particles.

4In the high metallicity scenario - see Sec. 1.5.2.
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Figure 1.3: Scheme of the sequence of processes for the pp chain and CNO cycle according to
the SSM. The traditional names of the neutrino-producing reactions and the corresponding neutrino
names (pp-ν, pep-ν, hep-ν, 7Be-ν, 8B-ν, CNO-ν) are bolded and colored.

1.5.1 pp chain

Most stars, as the Sun itself, derive their luminosity from the conversion of hydrogen to helium.
Approximately 99% of the Sun power is generated by means of the nuclear reactions present in the
pp chain. Its first step consists in the fusion of two protons, producing a 2He atom (see Fig. 1.3):

pp) p+ p→ 2He + e+ + νe Q = 0.42 MeV B.R. ≈ 99.76% (1.9)

This pp reaction proceeds slowly, with a ∼ 1010 y timescale. Being the starting reaction of the
chain, it keeps the Sun in the hydrogen burning stage of life for billion of years, allowing it to hold
its dynamic equilibrium in the main sequence of the HR diagram.

Being the less model dependent among the solar reactions, the pp-ν determination is particularly
relevant to test the hypothesis of hydrogen fusion as powering the Sun. This is also the most common
reaction to give rise to the fusion processes, with the highest neutrino flux Φ(pp - ν) ≈ 6·1010 cm−2s−1.
Neutrinos emitted through this reaction (pp-ν) show a continuous spectrum with very low Q-value
Q = 0.42 MeV.

There is a secondary alternative way to start the pp chain, named the pep reaction

pep) p+ e− + p→ 2He + νe Q = 1.44 MeV B.R. ≈ 0.24% (1.10)

The resulting neutrinos (pep-ν) are mono-energetic with 1.44 MeV energy. This reaction occurs
with lower B.R. with respect to the pp one Eq. (1.9) [38], because of the reduced phase space
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Figure 1.4: Fluxes of the solar neutrinos from the pp chain and the CNO cycle fusion
sequences as a function of the neutrino energy. The solar neutrino energy spectrum is obtained
from Ref. [36], using the updated fluxes taken from Ref. [25]. The flux (vertical scale) is given in
cm−2 s−1 MeV−1 units for continuum sources (pp-ν, 8B-ν, CNO-ν, hep-ν) and in cm−2 s−1 units
for monoenergetic sources (7Be-ν, pep-ν).

available for the states in final configuration [38] 5. The produced 2He captures a proton and
produces 3He:

2He + p→ 3He + γ Q = 5.49 MeV (1.11)

The chain is now splitted into three terminations (pp-I, pp-II, pp-III) according to the reaction
partner of the just produced 3He. The pp-I reaction is the most frequent among the three alternatives,
with B.R. ≈ 84.92%:

pp-I) 3He + 3He→ 4He + 2p Q = 12.86 MeV B.R. ≈ 84.92% (1.12)

The pp-I branch terminates without further neutrino emission.

With extremely low probability (B.R. ∼ 10−5), the 3He undergoes a proton capture reaction, the
hep neutrinos (hep-ν) are produced:

hep) 3He + p→ 4He + e+ + νe Q < 18.8 MeV B.R. ≈ 10−5 (1.13)

5In particular, the relative probability of reactions Eq. (1.9) and Eq. (1.10) is approximately equal to the ratio of
the final-state phase spaces.
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Because of the very low production rate, the associated flux has not been detected yet, and only
upper limits exist [39, 40].

The last way to continue the chain is given by the production of 7Be through the strong interaction
between a 3He and an α particle:

3He + 4He→ 7Be + γ B.R. ≈ 15.08% (1.14)

The 7Be production, described by Eq. 1.14, leads to two possibilities: the pp-II and pp-III branches.
The former, and also the most frequent one, produces monoenergetic neutrinos (7Be-ν) through the
electron capture on 7Be:

pp-II) 7Be + e− → 7Li + νe Q =

{
0.862 MeV 90%

0.384 MeV 10%

7Li + p→ 4He + 4He (1.15)

The 7Li is produced in its ground state or in an excited state with 487 keV energy: in the former
case, the related neutrino energy is 0.862 MeV, otherwise it is 0.384 MeV.

The pp-III branch begins with the proton capture on 7Be, producing a neutrino continuous spectrum
up to 16 MeV (8B-ν) through the following 8B decay:

pp-III) 7Be + p→ 8B + γ
8B→ 8Be + e+ + νe Q < 16 MeV
8Be→ 4He + 4He or 8Be + 4He→ 12C (1.16)

1.5.2 CNO cycle

Metals present in the Sun can act as catalysts for hydrogen burning, giving rise to sequences of
nuclear fusions alternative to the pp chain ones [23]. The CNO cycle reactions make use of 12C or
15N nuclei as catalysts to convert four protons in 4He: no net production of these elements takes
place. This leads to the following net cycle balances in agreement with Eq. 1.6:

12C + 4p→ 12C + 4He + 2e+ + 2νe +Q (1.17)

15N + 4p→ 15N + 4He + 2e+ + 2νe +Q (1.18)

The CNO cycle is composed by two sub-cycles (see Fig. 1.3): the dominant CNO-I cycle and the
secondary CNO-II cycle. The former, named also CN cycle, consists in a loop of reactions starting
with the proton capture on 12C nucleus:
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12C + p→ 15N + γ Q = 1.95 MeV (1.19)
13N→ 13C + e+ + νe Q = 1.2 MeV (1.20)

13C + p→ 14N + γ Q = 7.54 MeV (1.21)
14N + p→ 15O + γ Q = 7.35 MeV (1.22)

15O→ 15N + e+ + νe Q = 1.73 MeV (1.23)
15N + p→ 12C + 4He Q = 4.96 MeV (1.24)

It is worth to note that, summing over the Q values of the full CNO-I cycle (from Eq. 1.19 to
Eq. 1.24), including the positron annihilation, the net released energy is 26.73 MeV, matching the
pp-chain case. In case the CNO-I cycle last reaction, instead of returning to a 12C nuclide as
in Eq. 1.24, leads to 16O, the cycle continues as CNO-II. Named also NO cycle, it provides only
≈ 0.04% of the CNO-related solar luminosity:

15N + p→ 16O + γ Q = 12.1 MeV (1.25)
16O + p→ 17F + γ Q = 0.6 MeV (1.26)

17F→ 17O + e+ + νe Q = 1.74 MeV (1.27)
17O + p→ 14N + 4He Q = 1.2 MeV (1.28)
14N + p→ 15O + γ Q = 7.35 MeV (1.29)

15O→ 15N + e+ + νe Q = 1.73 MeV (1.30)

The CNO cycle reactions rate strongly depends on the star metallicity and temperature. Metallicity
indeed is strictly connected to the abundance of primordial metals in the stellar core. The core
temperature plays a decisive role: in fact protons need an especially large thermal energy to
tunnel the Coulombian barrier, which is approximately six times higher than the pp-reaction one
(Eq. (1.9)), and therefore to activate the cycle (Eq. 1.17 or Eq. 1.18). The full cycle equilibrium
can be achieved only in the most central regions, where T > 1.33 · 107 K; for lower temperatures
indeed, the 14N + p reaction of the cycle (see Eq. 1.22 and Eq. 1.29) acts as a inhibitor, draining
the cycle [27].

Moving away from the Sun case, it is now clear that the CNO cycle importance in a star with
respect to the pp chain is strictly related to the core temperature [41, 42]. The star luminosity in
log scale as a function of matter temperature for the pp chain and CN cycle (respectively, solid and
dashed lines) is displayed in Fig. 1.5. Results are normalized to the pp chain energy production
in the Sun central core, assuming the solar metallicity and the core dynamical equilibrium. The
critical temperature Tcr equalizing the pp chain and the CNO cycle contributions is Tcr ≈ 1.8 ·107 K.
As previously mentioned, it can be checked that the CNO reactions play a secondary role for the
Sun (black dot), contributing at the 1% level only to the energy production. Oppositely, CNO rate
takes over for T > Tcr stars which, if belonging to the main sequence, are also more massive than
the Sun: according to the luminosity-mass relation, L ∼M3.5.

As we discussed in Sec. 1.2, the SSM currently employs two possible sets of solar abundances, GS98
[30] and AGSS09met [31], (high metallicity and low metallicity hypotheses). Table 1.1 reports the
neutrino fluxes from the reactions in the Sun [25], quoting the predictions from the B16-GS98 SSM
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Solar ν Flux B16-GS98 (HZ) [cm−2s−1] Flux B16-AGSS09met (LZ) [cm−2s−1] % diff.

pp 5.98(1.0± 0.006) · 1010 6.03(1.0± 0.005) · 1010 0.83
7Be 4.93(1.0± 0.06) · 109 4.50(1.0± 0.06) · 1010 8.7
pep 1.44(1.0± 0.01) · 108 1.46(1.0± 0.009) · 109 1.4
8B 5.45(1.0± 0.12) · 106 4.50(1.0± 0.12) · 106 17.4
hep 7.98(1.0± 0.30) · 103 8.25(1.0± 0.12) · 103 3.4
13N 2.78(1.0± 0.15) · 108 2.04(1.0± 0.14) · 108 26.6
15O 2.05(1.0± 0.17) · 108 1.44(1.0± 0.16) · 108 29.8
17F 5.29(1.0± 0.20) · 106 3.26(1.0± 0.18) · 106 38.6

All CNO 4.88(1.0± 0.16) · 108 3.51(1.0± 0.15) · 108 28.1

Table 1.1: Neutrino-producing reactions in the Sun [25]. The neutrino fluxes in cm−2s−1

units predicted by the B16-GS98 SSM and B16-AGSS09met SSM are listed respectively in the
second and third columns, corresponding respectively to the HZ or LZ hypotheses [25], along with
the related uncertainties. The percentage difference among the two predictions is reported in the
fourth column.

ν fluxes correlation matrix - B16-GS98 SSM (HZ)
pp pep hep 7Be 8B 13N 15O 17F

pp 1 0.852 0.023 -0.649 -0.51 -0.34 -0.364 -0.278
pep 0.852 1 0.026 -0.595 -0.484 -0.349 -0.364 -0.291
hep 0.023 0.026 1 -0.039 -0.04 -0.016 -0.019 -0.034
7Be -0.649 -0.595 -0.039 1 0.847 0.321 0.388 0.428
8B -0.51 -0.484 -0.04 0.847 1 0.392 0.461 0.486
13N -0.34 -0.349 -0.016 0.321 0.392 1 0.985 0.282
15O -0.364 -0.364 -0.019 0.388 0.461 0.985 1 0.33
17F -0.278 -0.291 -0.034 0.428 0.486 0.282 0.33 1

ν fluxes correlation matrix - B16-AGSS09met SSM (LZ)
pp pep hep 7Be 8B 13N 15O 17F

pp 1 0.823 0.038 -0.617 -0.486 -0.294 -0.317 -0.256
pep 0.823 1 0.043 -0.551 -0.451 -0.28 -0.294 -0.23
hep 0.038 0.043 1 -0.04 -0.045 -0.039 -0.039 -0.037
7Be -0.617 -0.551 -0.04 1 0.85 0.354 0.42 0.447
8B -0.486 -0.451 -0.045 0.85 1 0.406 0.474 0.493
13N -0.294 -0.28 -0.039 0.354 0.406 1 0.981 0.307
15O -0.317 -0.294 -0.039 0.42 0.474 0.981 1 0.354
17F -0.256 -0.23 -0.037 0.447 0.493 0.307 0.354 1

Table 1.2: Correlation matrices for the solar neutrino fluxes as obtained from the B16-
GS98 SSM (HZ hypothesis, top table) and B16-AGSS09met SSM (LZ hypothesis, bottom table)
[36].
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Figure 1.5: Stellar energy production: the star luminosity in log scale as a function of
temperature for the pp chain and CN cycle (respectively, solid and dashed lines) [41, 42]. Luminosity
is normalized to the pp chain energy production in the Sun central core L� and considering the
solar metallicity, and also assuming the core dynamical equilibrium. The clear dominance of pp
chain at solar temperatures range is shown: the black dot refers to the Sun core, which is powered
dominantly by the pp chain reactions.

and B16-AGSS09met SSM respectively in the second and third columns, along with the related
uncertainties; the percentage difference among the two predictions is reported in the fourth column.
The correlation matrices among the several neutrino fluxes are reported in Tab. 1.2 [36].

It is crucial to underline that the two sets provide almost equivalent fluxes for the first stages of the
pp chain (pp, pep, hep), while differences show up in the latest ones (7Be-ν: ≈ 8% difference, 8B-ν:
≈ 17% difference): these are the most affected reactions by the core temperature and by the metal
composition in the solar matter. The CNO cycle bottleneck is the first reaction Eq. 1.19: the CNO-ν
flux is strongly dependent both on the temperature and on the 12C abundance, and more generally
on the solar metallicity; the two flux predictions differ by about ∼ 28%. Thus neutrino fluxes,
especially the CNO-related ones, can be used as a probe to test solar matter models. A precise
measurement of the solar neutrino fluxes, including both the pp chain and the CNO cycle, would
directly settle the controversy between high-metallicity and low-metallicity scenarios. In this thesis,
we will show that Borexino is on its way to achieve the first direct indication of a CNO-ν signal:
results are shown in Chapter 7. In particular, the implications of the CNO-ν measurements in
terms on solar physics (metallicity discrimination and Carbon+Nitrogen abundances determination)
are addressed in Sec. 7.4.
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1.5.3 Helioseismology results and metallicity scenarios

The helioseismology is the observation and analysis of the acoustic waves of the solar surface in its
normal modes [24, 25, 43, 44]. These oscillations provide a unique tool to investigate the interior
properties of the Sun: for example, in the latest decades several predictions about the large-scale
structure and the rotation of the solar interior have been inferred from helioseismology observations.

From the experimental side, the most accurate observation of solar oscillations is based on the
Doppler shift measurements of emission lines in the solar spectrum. The typical velocities associated
to the amplitudes of normal modes are about 10 cm/s or smaller; this implies that the dedicated
experiments have to be extremely sensitive to frequency variations [43].

Figure 1.6: Fractional sound speed difference δc = (cdatacmod)/cmod in the Sun [25]. The red line
corresponds to B16-ASG09 SSM (low metallicity scenario) and the blue one to B16-GS98 SSMs
(high metallicity scenario). The red shadow region correspond to 1σ theoretical uncertaities in
SSM predictions, respectively. The black dotted curves are obtained by neglecting the opacity
contribution to theoretical uncertainties.

The description of these movements on the solar surface is based on the spherical harmonics, since
these functions are a natural description of the normal modes of a sphere [29]. In particular,
thousand of pressure eigenmodes have been detected up to now, with multipole degrees from l = 0

up to l ∼ 103, showing precisions at the 10−5 level. The identification of different oscillation modes
is made possible because of the different multipole degree and frequencies associated to them; as a
consequence, they probe different regions of the Sun. In particular, low degree modes (l = 0, 1, 2, 3)
are associated to the oscillation of the innermost solar regions: they are used to probe the solar
core, the region where solar neutrinos are produced.

As hinted in the previous Section, currently a tension between helioseismology and SSM predictions
exists, when the photospheric low metallicity abundances are assumed. This conflict can be
highlighted by analyzing the sound speed profiles extracted by helioseismic data or calculated by
the SSM: indeed, the observed solar oscillations are in most cases of acoustic nature, consequently
these frequencies are most sensitive to the sound speed [45]. Fig. 1.6 shows the fractional difference
between the sound speed inferred from helioseismic frequencies and the one predicted by SSMs,
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as a function of solar radius, for the two metallicity choices [25]. The B16-GS98 predictions agree
better with the experimental results almost everywhere in the solar structure; on the contrary, the
B16-AGSS09met model, which uses the most quoted metal abundance set, disagrees by ∼ 1% with
sound speed inferred from helioseismology at the bottom of the convective envelope (r ∼ 0.7R�).

1.6 Solar neutrino experiments

Neutrinos interact only via weak forces6, and therefore their typical cross sections are found in
the order of σν ∼ 10−41 − 10−45 cm2 (at E ∼ MeV) or lower. From the experimental point of
view, these tiny cross sections put several constraints on the detector design, requiring high-mass
targets or extremely intense neutrino fluxes. Neutrino experiments are often built underground,
to isolate the detector from cosmic rays and other background radiation, which potentially mimic
the signature of expected neutrino-induced signal. Neutrinos can not be detected directly: being
electrically neutral, they are not able to ionize the materials they are crossing. We have to observe
indirectly a neutrino from the secondary products emerging from its interaction with the target.

Two categories of detectors have been able to measure the solar neutrino flux: the radiochemical
detectors and the real-time detectors.

• Radiochemical detectors pionereed the hunt for solar neutrinos. They consisted in large
quantities of target liquid; neutrinos are captured on the target isotope X and produce a
new isotope Y following the reaction νe +A

Z X→A
Z+1 Y + e−. Chemical techniques are used

to isolate and collect the atoms produced by the neutrino interactions on the target liquid.
Counting techniques are used to get the number of produced atoms by exploiting the electron
capture reaction on Y. This method allows to gather information only on the total rate
of interactions occurring in a certain volume and beyond an energy threshold, defined by
the reaction. One of the main drawbacks of this technique is that it is not possible to get
information on the energy, the interaction position and on the arrival direction of the incoming
neutrino.

• Real-time detectors are able to identify the neutrino interactions event by event, possibly
measuring quantities than can be related to physical quantities of interest, like the neutrino
energy or the interaction position. The employed target masses are usually water or scintil-
lators, revealing neutrinos by means of elastic or inelastic scattering off electrons, inverse β
reaction, or through processes creating Čerenkov light.

In the following, the experiments which have played a role in the field of solar neutrino physics are
chronologically reviewed.

Homestake

The Homestake Solar Neutrino Observatory [2] was the first experiment to measure the solar
neutrino fluxes. The experiment took place at the Homestake Gold Mine in South Dakota, USA,

6Being completely irrelevant, the gravitational force will be always neglected.
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at 4200 mwe7, taking data for 24 years, from 1970 to 1994. The detector was composed of a
single horizontal steel tank containing 133 ton of 37Cl in the form of 615 ton of tetrachloroethylene
(C2Cl4). Homestake was a radiochemical experiment, detecting solar neutrinos by means of the
inverse β reaction on 37Cl atoms:

νe + 37Cl→ 37Ar + e− (1.31)

The related neutrino energy threshold Ethr
ν = 0.814 MeV made the experiment sensitive only to the

intermediate and high energy neutrinos, namely 7Be-ν and 8B-ν. The 37Ar produced in the tank is
extracted through chemical methods, and is counted through proportional counters, by detecting
the Auger electron produced in the electron capture of the 37Ar nuclei.

The collected data throughout the whole experiment lifetime led to an average neutrino rate equal
to RHomestake

37Cl = 2.56± 0.16± 0.16 SNU = 2.56± 0.23 SNU 8, to be compared to the SSM expected
rate 9.3± 1.3 SNU. In a nutshell, Homestake measured nearly one third of the solar neutrino rate
predicted by the SSM, showing a more than 3σ discrepancy. This result is the first hint of the solar
neutrino problem, consisting in the deficit of the neutrino interaction rate measured experimentally,
with respect to the SSM theoretical predictions.

Gallium experiments

GALLEX [46], GNO [47, 48] and SAGE [49] have been three 71Ga-based experiments which
exploited the following inverse β reaction:

71Ga + νe → 71Ge + e− (1.32)

Thanks to the reaction low energy threshold Ethr
ν = 0.233 MeV, they have been able to detect

solar neutrinos from all the reactions occurring in the Sun’s core: the gallium experiments are
more sensitive to solar neutrinos with respect to Homestake, with the main contribution to the
interaction rate given by pp-ν and 7Be-ν. The 71Ge atoms produced by solar neutrino interactions
are extracted by means of chemical methods and are counted in proportional counters by observing
their decay back to 71Ga.

The GALLium EXperiment (GALLEX) was located in the Laboratori Nazionali del Gran Sasso
(LNGS), in Italy, under a 3800 mwe mountain shielding. The detector consisted of a liquid gallium
chloride (GaCl3 −HCl) solution containing 30.3 ton of gallium. GALLEX has been active for almost
six years, from 1991 to 1997; the Gallium Neutrino Observatory (GNO) is the GALLEX successor,
and has been taking data from 1998 to 2003 employing the same detector setup with an improved
extraction equipment. The Soviet-American Gallium Experiment (SAGE) is located in the Baksan
Neutrino Observatory (BNO) in the northern Caucasus mountains, with an overhead shielding of
about 4700 mwe. The averaged solar neutrino interaction rate measured by GALLEX, GNO and
SAGE [48, 50, 51]) is RGa = 68.3± 3.8 SNU, which corresponds to nearly half of the SSM predicted
rate. In the preliminary stage of the experiments, both the GALLEX and SAGE detector responses
have been calibrated by means of powerful artificial νe sources.

7The meter water equivalent (mwe) is a standard measure of cosmic ray attenuation in underground laboratories.
One mwe of a material is defined as the thickness of that material providing a shielding equivalent to one meter of
water.

8A Solar Neutrino Unit (SNU) corresponds to a rate of 10−36 neutrino interactions per target atom per second.
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Super-Kamiokande

Super-Kamiokande (SK) is a 50 kton mass water Čerenkov detector located in the Kamioka mine
[40, 52]. From the historical side, the previous Kamiokande experiment introduced the following
detection technique, which was later improved by SK due to the larger mass. SK is able to detect
solar neutrinos in real time by means of the neutrino elastic scattering off water electrons:

νx + e− → νx + e− x = e, µ, τ (1.33)

The ν - e elastic scattering is sensitive to all active neutrinos, but the νµ - e− and ντ - e− total
cross sections are nearly six times lower than the νe - e− one (σES

ν -µ = σES
ν - τ ≈ 0.16σES

ν - e); this is
due to νe additional scattering channels via W -boson exchange, not available for other flavors.
The Čerenkov light emitted by the scattered electron, proportional to its path, is collected by an
array of 11146 photomultipliers (PMTs) arranged on the tank surface. Interaction kinematics are
reconstructed exploiting the time and charge of each PMT signal. One of the advantages of a
water Čerenkov detector is given by the available information on the recoiled e− direction, which is
strictly correlated with the recoil ν direction. This feature is crucial in order to disentangle the
solar neutrino signal from all the detector backgrounds.

The scattering reaction Eq. (1.33) has no intrinsic threshold; therefore the experiment threshold is
dictated by the radioactive background, which dominates the low energy range. For what concerns
SK, the threshold was set to about 5 MeV in the first stages of the experiment and later on, thanks
to the improvement of the signal-background identification techniques, it was lowered to 3.5 MeV.
Given this high threshold, SK is sensitive only to 8B-ν9. The most recent 8B-ν flux measured by SK
is ΦSK -8 B = (2.308± 0.020± 0.040) · 106 cm2s−1 [52], which is nearly 0.4 times the SSM predicted
flux. Beyond the solar physics, the major SK achievement is the first evidence for oscillation of
atmospheric neutrinos [53].

SNO

The Sudbury Neutrino Observatory (SNO) [54, 55, 56, 57] was a real-time water Čerenkov experiment,
located in the Creighton mine, near Sudbury (Canada) at a depth of 6010 mwe. Its detection mass
was given by one kiloton of pure heavy water (D2O), surrounded by an ultra-pure H2O shield. The
Čerenkov light was detected by a 9456 PMTs array, mounted on a spherical stainless steel structure.
The SNO key advantage consists in the possibility to separate the neutral current contribution
through the measurement of multiple channel components. Indeed, neutrinos can interact with
D2O target by means of three reactions:


NC : νx + 2H→ n+ p+ νx Ethr

ν = 2.225 MeV

CC : νe + 2H→ p+ p+ e− Ethr
ν = 1.4 MeV

ES : νx + e− → νx + e−
x = e, µ, τ (1.34)

• The charged current reaction (CC) is only allowed for νe; the emitted electrons can be detected
collecting the produced Čerenkov light. The kinematics provide good mapping between the

9and also to the irrelevant flux of hep-ν.
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Figure 1.7: Ratios of measurements of solar neutrino fluxes (SNO, SK, Ga experiments) to the
SSM predictions [58, 56].

electron energy and the incoming νe energy, making this channel useful to perform spectral
measurements.

• The neutral current process (NC) generates a free neutron, which is typically captured on 2H

in a well-known mean time, resulting in the following emission of a monoenergetic de-excitation
γ-ray. The outcoming signal is not sensitive to the neutrino energy or direction, but does not
depend on the ν flavors: this reaction makes SNO sensitive to the full solar ν flux.

• The elastic scattering (ES) displays the lowest cross section among the three processes. As
hinted previously, νe are more likely to interact via elastic scattering with respect to νµ and
ντ . The scattered e− has a direction strongly peaked in the forward direction oriented to the
incident neutrino: thus it can be distinguished from the background thanks to its correlation
with the direction of the Sun.

The fluxes determinations for the three above descripted channels are [57]:


ΦNC

SNO = 5.54+0.33
−0.31 (stat.)

+0.36
−0.34 (syst.) · 106 cm−2s−1 ΦNC

SNO/ΦSSM ' 1.00± 0.08

ΦCC
SNO = 1.67+0.05

−0.04 (stat.)
+0.07
−0.08 (syst.) · 106 cm−2s−1 ΦCC

SNO/ΦSSM = 0.29± 0.02

ΦES
SNO = 1.77+0.24

−0.21 (stat.)
+0.09
−0.10 (syst.) · 106 cm−2s−1 ΦES

SNO/ΦSSM = 0.31± 0.05

(1.35)

Two main conclusions can be inferred from these SNO measurements (see Fig. 1.7):

1. NC channel results match quite well the theoretical expectation, showing consistency with
the SSMs neutrino fluxes prediction [59]: ΦNC

SNO/ΦSSM ' 1.00;

2. CC and ES channels results are not compatible with the predicted fluxes from the SSM,
showing significant rate deficits [60]: ΦCC

SNO/ΦSSM ≈ 0.3 and ΦES
SNO/ΦSSM ≈ 0.3.

Since νµ and ντ cannot be produced in the Sun core, these results led to the confirmation of the
flavor oscillation hypothesis as the solution of the solar neutrino problem, as it will be discussed in
Sec. 1.7.



1.7 Flavor oscillations 43

Borexino

Borexino [61] is a large volume liquid scintillator detector whose primary purpose is the real-time
measurement of low energy solar neutrinos. It is located deep underground, in the Hall C of the
Gran Sasso National Laboratory, in Italy, at approximately 3800 mwe. The Borexino design is
driven by the principle of graded shielding: an inner scintillating ultra-pure core is located at the
center of shielding concentric shells, with increasing radio-purity from outside to inside. The Gran
Sasso mountain natural shielding, combined with the detector design, allows an extremely high
muon flux suppression by a factor of ∼ 106. Solar neutrinos of all flavors are detected by means of
their elastic scattering off electrons of the scintillator (Eq. (2.2)).

Borexino has been taking data since 2007: designed to measure the 7Be-ν flux [62], it achieved
results well beyond the expectations thanks to its extreme radiopurity levels. Borexino achieved
the first simultaneous measurement of all the pp chain neutrinos [39, 63], ruled out the day-night
asymmetry of the 862 keV 7Be-ν solar neutrino rate [64], and set the tightest upper limit so far on
the flux of CNO solar neutrinos [65]. Borexino is the only experiment able to confirm the flavor
oscillation framework for the whole range of solar neutrino energies, going also below the MeV

region [39]. A more detailed description of the Borexino detector structure, scientific program,
achieved results and future goals can be found in Chapter 2.

1.7 Flavor oscillations

The existence of the neutrino flavor oscillations is the solution to the solar neutrino problem.
According to this hypothesis, the neutrinos can change their original flavor during their propagations.
In the case of solar neutrinos, the emitted νe partly convert in νµ and ντ ; if a detector is not
sensitive to these two latter flavors, it necessarily will measure a deficitary solar neutrino flux. In
the following, we review the main features of the flavor oscillation physics.

Neutrino oscillations [66, 67, 68] are a consequence of the flavor neutrino mixing, and of non-zero
neutrino masses. In fact, regardless of their origin, neutrinos can only be produced and detected via
weak interactions, namely, in a flavor eigenstate (νe, νµ, ντ ). If neutrinos are massive, the states of
definite flavor may not coincide with states of definite mass (ν1, ν2, ν3): the newly produced neutrino
is therefore a superposition of different mass eigenstates. Each of its components evolves in flight
as a free quantum state separately and differently from each other. Therefore, the probability to
detect different flavor eigenstates in the same neutrino beam varies with distance: this phenomenon
is known as neutrino oscillations.

Solar neutrino experiments [2, 50, 52, 60, 62, 39, 63], atmospheric neutrino experiments [53, 69],
reactor neutrino experiments [70, 71, 72, 73], long-baseline accelerator neutrino experiments [74,
75, 76, 77] and high-energy astrophysical neutrino experiments [78, 79] have provided compelling
evidences for the existence of neutrino oscillations. Moreover, solar neutrino experiments point
towards strong indications that the solar νe transitions are affected by the solar matter [80, 81] (see
also Sec. 1.7.2). Flavor oscillations in atmospheric and solar neutrinos have been experimentally
proved for the first time by Super-Kamiokande and SNO experiments, in 1998 and 2001 respectively;
for this reason, the 2015 Nobel Prize for Physics10 was awarded jointly to Takaaki Kajita and

10The Nobel Prize in Physics 2015 was awarded jointly to Takaaki Kajita and Arthur B. McDonald for the
discovery of neutrino oscillations, which shows that neutrinos have mass.
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Arthur B. McDonald, leaders of the two experiments [3].

In the following, the main phenomenology and experimental status of the neutrino oscillations
will be summarized. Throughout the discussion, the plane-wave approximation for the neutrino
eigenstates will be adopted, implying a well-defined and finite energy and momentum: this is
often a good approximation, widely used in the practical calculations [82]. However, as neutrino
production and detection are spatially localized, there must be finite intrinsic energy and momentum
uncertainties, and a wave-packet description would be more general and more appropriate for
a complete understanding of neutrino oscillations. The wave-packet decoherence and dispersion
effects could introduce small corrections to the oscillation parameters. One can demonstrate that
the plane wave approximation optimally holds if we consider stationary flux of neutrinos and/or
experiments only looking at time-averaged observables [83, 84], which is our case of interest.

1.7.1 Vacuum oscillations

The existence of flavor oscillations [6] assumes that if a neutrino of a given flavor α (α = e, µ, τ),
with energy E, is produced in a weak interaction process, the probability to detect a neutrino of
a different flavor β (β = e, µ, τ) at a distance L from the source is different from zero, defined as
P (να → νβ ;E,L). This is called the να → νβ oscillation or transition probability. Consequently,
the probability that να does not convert into a different flavor neutrino, i.e., the να survival
probability P (να → να;E,L), will be smaller than one. If only α flavor neutrinos να are detected
in a experiment and they take part in oscillations, a να disappearance on the way from the source
to the detector will be observed.

In the formalism of local quantum field theory, the flavor oscillations imply that the left-handed
flavor eigenstates να, which enter into the expression for the lepton current in the charged current
weak interaction Lagrangian, are linear superpositions of the fields of three (or more) neutrinos νi,
with definite masses mi 6= 0:

|να〉 =

3∑
i=1

U∗αi |νi〉 (1.36)

where νi is the left handed component of the neutrino field νi with mass mi, while U is a 3 × 3

unitary matrix called neutrino mixing matrix, or Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix. Uαi = 〈να|νi〉 represents the quantum amplitude for the νi to be detected as a να. The
sum is carried out on all three massive neutrino states; note that Eq. (1.36) implies that the family
lepton numbers are not conserved.

This Eq. (1.36) superposition of neutrino mass eigenstates, produced in association with a given
charged lepton of flavor α, is the state we refer to as the neutrino of flavor α. As hinted previously,
the complete derivation of the most general neutrino oscillation probability would require a quantum
wave packet description of the evolution of the massive neutrino quantum states [85]. Here we
present a simplified version of this derivation corresponding to a plane-wave description, i.e.

|νi(t)〉 = e−iEit |νi〉 (1.37)

where Ei is the νi energy, and τi is the proper time elapsed in the νi rest frame during its propagation.
Suppose now that a flavor state |να〉 is produced in a weak interaction process and after a lab-frame
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elapsed time t it is observed by a neutrino detector. The latter is located at a distance L from the
neutrino source and capable of detecting neutrinos of β = e, µ, τ flavor. While the neutrino travels
from the source to the detector, its superposition in terms of mass νi has changed:

|να(t)〉 =

3∑
i=1

U∗αi e
−iEit |νi〉 (1.38)

Inverting Eq. (1.38) and combining it with Eq. (1.36), reminding also that U is an unitary matrix,
one gets:

|να(t)〉 =
∑

β=e,µ,τ

(
3∑
i=1

U∗αi e
−iEiUβi

)
|νβ〉 (1.39)

Eq. (1.39) implies that the superposition of massive neutrino states |να(t)〉, which is originarily a
pure flavor state, becomes a superposition of different flavor states at t > 0: this is the neutrino
flavor mixing. The quantum amplitude for the oscillation να → νβ , named A(να → νβ), is a linear
superposition over the contributions of all the mass eigenstates νi, given by

A(να → νβ) ≡ 〈νβ |να(t)〉 =

3∑
i=1

U∗αi e
−iEit Uβi (1.40)

The oscillation probability in vacuum P (να → νβ) = |A(να → νβ)|2 can be written from Eq. (1.40)
as

P (να → νβ) =
∑
i

∑
j

U∗αiUβiUαjU
∗
βj e
−i(Ei−Ej)t (1.41)

For the να → νβ transition probability P (να → νβ), only the relative phases δφij = (Ei −Ej)t =

∆E t of the propagation amplitudes for different mass eigenstates will induce physical consequences.
According to the formulation above, and to the relativistic dispersion relation E2

i = p2
i +m2

i , one
can write:

Ei =
√
p2
i +m2

i =⇒ Ei ' E +
m2
i

2E
=⇒ ∆E '

∆m2
ij

2E
(1.42)

where ∆m2
ij ≡ m2

i −m2
j is named squared mass difference or squared mass splitting. Experiments

do not measure the transit time t, but one can show that to an excellent approximation, it can be
taken to be t = L/v, where

v =
pi + pj
Ei + Ej

(1.43)

is an approximation to the average of the velocities of the νi and νj components of the beam.

δφij ∼=
p2
i − p2

j

pi + pj
L−

E2
i − E2

j

pi + pj
L ∼=

(
m2
i −m2

j

) L

2E
(1.44)
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where in the last step we have used the fact that for highly relativistic neutrinos pi ≈ pj ≈ E.
Instead of using natural units, we can also express ∆m2

ij in eV2, L in km, and E in GeV, making
use of the following equivalence

∆m2
ij

L

4E
∼= 1.27 ∆m2

ij [eV2]
L[km]

E[GeV]
(1.45)

An useful way to re-write the Eq. (1.41) is to separate the real and the imaginary parts of the
product U∗αiUβiUαjU∗βj . Following this idea, and making use of Eq. (1.44) also, one can show that
the oscillation probability can be written as [6]:

P (να → νβ) = δαβ+

− 4
∑
i>1

R
(
U∗αiUβiUαjU

∗
βj

)
sin2

[
1.27 ∆m2

ij

L

E

]
+

+ 2
∑
i>j

I
(
U∗αiUβiUαjU

∗
βj

)
sin2

[
2.54 ∆m2

ij

L

E

] (1.46)

The transition probability Eq. (1.46) shows an oscillatory trend with amplitude proportional to the
elements in the mixing matrix, and with oscillation length Losc

ij defined as

Losc
ij =

4πE∣∣∆m2
ij

∣∣ = 2.48
E [MeV]∣∣∆m2

ij [eV2]
∣∣ (1.47)

Losc
ij quantifies the distance scale over which the oscillation effects can be experimentally appreciable;

in other words, the oscillation frequencies are proportional to the neutrino squared mass splittings.
From Eq. (1.41), it is clear that a fundamental request in order to undergo flavor oscillations is
that neutrinos must have different masses (i.e. mi 6= mj and ∆m2

ij 6= 0 for a νi − νj mass pair)
and they must mix (i.e.

∑
i UαiUβi 6= 0 for a given να → νβ transition). The oscillation probability

shown in Eq. (1.41) implies that neutrino oscillation experiments are only able to measure neutrino
∆m2

ij splittings, and not the absolute mass scale.

The convention widely used is to number the massive neutrinos in such a way that m1 < m2, so
that ∆m2

21 is positive. Consequently, according to ∆m2
31 sign, the neutrino mass spectrum can be

arranged in different schemes, named orderings:

• Normal Ordering (NO): m1 < m2 < m3, ∆m2
31 > 0, ∆m2

21 > 0;

• Inverted Ordering (IO): m3 < m1 < m2, ∆m2
32 < 0, ∆m2

21 > 0;

NO and IO schemes are depicted in Fig. 1.8. The νe, νµ, ντ flavor components for each mass
eigenstate are reported respectively in red, blue and green blocks, as described by the U matrix.
In the case of three neutrino mixing, only two independent neutrino mass splittings exist, since
the three flavor sum rule ∆m2

21 + ∆m2
31 + ∆m2

23 = 0 constraints one of the three mass splittings,
removing one degree of freedom; these two free mass parameters are named ∆m2

21 and ∆m2
31. The

existing experimental data do not allow to claim the correct ∆m2
31 sign, even if a combined analysis

shows an overall preference for NO, quantified by the χ2 difference ∆χ2
IO−NO = 3.6 [86].

From neutrino oscillation experiments, it follows that one of the two ∆m2 is two order of magnitude
smaller than the other one. In particular, the neutrino mass splitting scale observed in the oscillation
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Figure 1.8: Schematic representation of normal and inverted ordering of the neutrino mass
spectrum. In red, blue and green are reported respectively the νe, νµ, ντ flavor components for
each mass eigenstate ν1, ν2, ν3.

of atmospheric νµ and νµ, often called ∆m2
atm, is much larger than the neutrino mass squared

difference responsible for the solar νe oscillations, often named ∆m2
sun:

∆m2
sun = ∆m2

21 ≈ 7.37 · 10−5 eV2 |∆m2
atm| ≈ 2.4 · 10−3 eV2 (1.48)

It proves convenient, from the point of view of relating the mixing angles to observables, to identify
|∆m2

21| with the smaller of the two neutrino masses squared splitting, |∆m2
sun|. Then the larger

neutrino mass squared difference |∆m2
31| or |∆m2

32| (according to the ordering scheme) can be
identified with |∆m2

atm|. The effects of ∆m2
31 or ∆m2

32 splittings in the oscillation of solar νe, and
of ∆m2

21 in the oscillation of atmospheric νµ and νµ, and of accelerator νµ, are sub-dominant or
marginal. In these cases the full three flavor mixing framework is not necessary and one can reduce
to the simpler two flavor mixing formalism, which will be discussed in Sec. 1.7.1.

The PMNS mixing matrix can be conveniently parametrized11 by three mixing angles θ12, θ23, θ13,
and, depending on the Dirac or Majorana nature of massive neutrinos, with a Dirac phase (δ), or
with a Dirac phase and with two Majorana (δ, η1, η2) CP violation phases.

U =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 = (1.49)

=

1 0 0

0 c23 s23

0 −s23 c23

 c13 0 s13 e
−iδ

0 1 0

−s13 e
−iδ 0 c13

 c12 s12 0

−s12 c12 0

0 0 1

 · UM = (1.50)

=

 c12c13 s12c13 s13 e
−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13 e
iδ s23c13

s12s23 − c12c23s13eiδ −c12s23 − s12c23s13 e
iδ c23c13

 · UM (1.51)

11In a general case, a n× n unitary matrix can be parametrized by n(n− 1)/2 angles and n(n+ 1)/2 phases.
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Parameter Mass ordering Best fit value ±1σ range

sin2 θ12 / 10−1 Normal/Inverted 2.97 2.81− 3.14

sin2 θ23 / 10−1 Normal 4.25 4.10− 4.46

Inverted 5.89 5.67− 6.05

sin2 θ13 / 10−2 Normal 2.15 2.08− 2.22

Inverted 2.16 2.07− 2.24

∆m2
21 / 10−5 eV2 Normal/Inverted 7.37 7.21− 7.54

|∆m2
31| / 10−3 eV2 Normal 2.49 2.46− 2.53

Inverted 2.39 2.36− 2.43

δ/π
Normal 1.38 1.18− 1.61

Inverted 1.31 1.12− 1.62

Table 1.3: Best-fit values and 1σ allowed ranges of the 3ν oscillation parameters, derived from a
global fit of the current neutrino oscillation data: mixing angles sin2 θ12, sin2 θ23, sin2 θ13, squared
mass splittings ∆m2

21 and ∆m2
31, and Dirac phase δ data [86].

where:

UM =

eiη1 0 0

0 eiη2 0

0 0 1

 (1.52)

and where cij = cos θij , sij = sin θij . Consequently, in the Dirac neutrinos case, the parametrization
of the PMNS matrix Eq. (1.51) is the usual for charged fermions (CKM quark mixing matrix [4]).
In the case of three Dirac neutrinos, the Majorana phases are absorbed in the neutrino states,
reducing to a single physical phase. In any case, the Majorana phases η1 and η2 never appear in
oscillation phenomena since UM is diagonal, i.e. their impact is cancelled out in transition/survival
probability calculations through UU∗ products.

Best-fit values and 1σ allowed ranges of the 3ν oscillation parameters, derived from a global fit of
the current neutrino oscillation data combining several solar, atmospheric, accelerator experiments
[86] are reported in Tab 1.3. While the four parameters ∆m2

12, |∆m2
31|, sin2 θ12 and sin2 θ13 have

been measured at the few % level, the remaining mixing angle sin2 θ23 is less accurately known, at
the ∼ 10% precision level. Evaluating the PMNS matrix components with the reported angles and
mass differences values, one obtains:

U =

0.82± 0.01 0.54± 0.02 0.15± 0.03

0.35± 0.06 0.70± 0.06 0.62± 0.06

0.44± 0.06 0.45± 0.06 0.77± 0.06

 · UM (1.53)

These values point to a completely different scenario with respect to the quark mixing sector: in the
CKM matrix case, all the mixing angles are rather small, and the matrix is nearly diagonal [4]. In
the neutrino scene instead, the flavor mixing is more enhanced. To get a more complete experimental
overview, the squared-mass splittings ∆m2 and mixing angles tan2 θ favored (solid regions) or
excluded (open regions) by existing neutrino oscillation measurements [4] are shown in Fig. 1.9.
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Figure 1.9: The squared-mass splittings ∆m2 [eV2] and mixing angles favored tan2 θ (solid regions)
or excluded (open regions) by existing neutrino oscillation measurements [4]. Results are classified
by channels: νe disappearance (solid lines), νµ ↔ ντ (dotted lines), νe ↔ ντ (dashed lines), and
νe ↔ νµ (dashed-dotted lines). The normal mass ordering is assumed where relevant.
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Oscillation probabilities for neutrinos and antineutrinos can be related: assuming CPT invariance,

P (να → νβ) = P (να → νβ) (1.54)

From Eq. (1.41) we see that

P (νβ → να, U) = P (να → νβ , U
∗) (1.55)

Thus, assuming that CP holds,

P (να → νβ) = P (να → νβ) (1.56)

consequently any probability for oscillation of an antineutrino is the same as that for a neutrino,
except that the mixing matrix U has to be replaced by its complex conjugate. Thus, if U is not
real12, the neutrino and antineutrino oscillation probabilities can differ by having opposite values of
the last term in Eq. (1.41). When CPT holds, any difference between these probabilities indicates
a breaking of CP invariance by means of the non-null δ phase. The possibility of CP violation in
the leptonic sector is still an open question.

Two flavor oscillation

The complete three-neutrino flavor mixing formalism is not necessary when L/E is such that an
experiment observes only effects of the smaller or larger ∆m2 splitting. In this way, only two mass
eigenstates are relevant, and the third one is mostly decoupled. Therefore, oscillation parameters
information from experimental data can be often extracted following this simplification. The PMNS
matrix U depends now on a single parameter θ, that represents a rotation angle, and reduces to a
simple 2× 2 form:

U =

(
cos θ − sin θ

sin θ cos θ

)
(1.57)

where 0 ≤ θ ≤ π/2, and only an independent mass-squared difference ∆m2 = m2
2 −m2

1 exists. The
oscillation probability P (να → νβ) takes the well known form:

P (να → νβ) = δαβ + (1− 2δαβ) sin2 (2θ) sin2

(
∆m2 L

4E

)
(1.58)

For a given neutrino flavor, Eq. (1.58) can be specified as a survival P (να → να) or conversion
P (να → νβ) probability:

P (να → να) = 1− sin2 (2θ) sin2

(
∆m2 L

4E

)
(1.59)

P (να → νβ)α6=β = 1− P (να → να) = sin2 (2θ) sin2

(
∆m2 L

4E

)
(1.60)

12Clearly, all terms in U have to be different from zero.
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There is a two-fold ambiguity in the interpretation of P (να → νβ) in terms of neutrino mixing: the
two sets of different physical parameters

(
θ,∆m2

)
and

(
π/2− θ,∆m2

)
return the same transition

probability in vacuum. One cannot tell from a measurement in vacuum whether the larger component
of να resides in the heavier or lighter neutrino mass eigenstate. This degeneracy is broken when
there are more than two neutrinos mixed in the neutrino evolution and/or when neutrinos travel
through regions of dense matter.

The probabilities Eq. (1.41) and Eq. (1.58) depend on two factors: on sin2
(
∆m2 L

4E

)
, which exhibits

oscillatory dependence on the distance L and on the neutrino energy E; and on sin2(2θ), which
drives the absolute scale of the oscillations. To experimentally reveal the flavor oscillations, some
conditions have to be fulfilled: the mixing angle θ should be different from zero, and at the same
time should be large enough to allow the detection of the disappearance or appearance of neutrinos,
and E/L ≥ ∆m2. This last condition must be satisfied otherwise the oscillations do not have
enough space to develop on the way to the neutrino detector. If the sizes of the neutrino source or
of the detector are not negligible in comparison with the neutrino oscillation length, or the energy
resolution of the detector is not high enough, the oscillating term will be averaged out, leading to a
flat, energy independent survival probability:

P (να → νβ) = 1− 1

2
sin2(2θ) (1.61)

1.7.2 Matter oscillations and MSW effect

In 1978, L. Wolfenstein [80] realized that neutrinos propagating in matter could be affected by the
flavor mixing in a different way with respect to what occurs to neutrinos propagating in vacuum.
The key idea relies on the different possibilities of νe to interact with the atoms constituting the
matter with respect to νµ and ντ , since ordinary matter is composed by electrons, and not by
muons or tauons. Indeed νe can interact both via charged current interactions (CC, virtual W±

bosons exchange with e−) and via neutral current interaction (NC, virtual Z boson exchange with
e−); νµ and ντ instead, only via NC processes. The flavor-dependent interaction potential generates
a flavor-dependent velocity of neutrino flavor eigenstates, which can be interpreted as a phase
difference of the neutrino wavefunction, leading in a not-trivial way to a modified version of flavor
oscillation.

From the Feynman diagrams for the involved CC and NC processes it is possible to extract a
flavor-dependent interaction potential Vα, with α = e, µ, τ [80, 81]:

Vα = VCC δαe + VNC =
√

2GF

(
Neδαe −

1

2
Nn

)
(1.62)

where Ne = ρZ/ANA is the electron number density of the matter, Z/A is the average ratio
between matter electrons and nucleons. It is worth to underline that the NC process generates a
common phase for all the flavors, and thus is not relevant for our purposes: consequently, only the
CC component will be analyzed.

From now on, the case of solar matter will be considered, being the most relevant within this PhD
thesis. In particular, we will consider only flavor oscillations in matter in homogeneous matter,
i.e. with constant density: Ne(t) = Ne. This is clearly an oversimplification of the real density
profile of the Sun, but allows anyway to get the more important features of the matter oscillations.
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Numerically, in the Sun core ρ ≈ (100 − 150)g/cm3 and Z/A ≈ 2/3. Similarly to the vacuum
case, the amplitude for the να → νβ transition, and the probability that a α flavored neutrinos is
detected as β flavored, at a time t = x are

P (να → νβ)(t) = |A(να → νβ)(t)|2 = |〈νβ |να(t)〉|2 (1.63)

Neglecting the flavor common phase shift due to the neutral currents, one gets the following
Schrödinger equation for the amplitude Aαβ of Eq. 1.63:

i
d

dx
Aαβ(x) =

∑
i

∑
j

Uβj
∆m2

i1

2E
U∗ij + δβeδieVCC

Aαi(x) (1.64)

where U is the flavor mixing matrix in vacuum, introduced in Sec. 1.7.1. We can reduce to the two
flavor mixing case, since it is sufficient to highlight the main matter oscillations’ characteristics.
Eq. 1.64 can be re-written as:

i
d

dx

(Aee
Aeµ

)
=

1

4E

(−∆m2 cos 2θ +ACC m2 sin 2θ

m2 sin 2θ ∆m2 cos 2θ −ACC

)(Aee
Aeµ

)
(1.65)

with ACC ≡ 2EVCC = 2
√

2EGF Ne. Note that it is analytically unfeasible to solve Eq. 1.65
in realistic conditions: numerical methods are required in case the potential has non-trivial
dependences on position and/or energy. Let’s consider briefly the simpler case of uniform solar
matter, highlighting its main features. First of all, we can define an estimator εSun quantifying the
impact of the matter effect during the neutrino propagation in the Sun, as the ratio of the phase of
the states propagating in matter with respect to the one for vacuum propagation:

εSun ≡ Φmatter

Φvacuum
=

VCC

∆m2/2E
=

√
2GFNe

∆m2/2E
≈
(

7.5 · 10−5 eV2

∆m2

)(
E

5 MeV

)(
ρ

100 g/cm3

)
(1.66)

When εSun ∼ 1, the sizes of the two phases (vacuum and matter) are comparable. It is worth to
point out that for E � 1 MeV, e.g. for the pp-ν, the matter effect can be neglected since εSun � 1;
instead, for the more energetic component (i.e. 8B-ν, whose spectrum extends beyond 5 MeV) it
is relevant (see the neutrino energy spectrum in Fig. 1.4). From the experimental point of view,
accurate measurements of solar neutrino fluxes can be exploited to probe the matter oscillation
framework [63] (see Sec. 2.5.3).

Two new effective mixing parameters related to the matter flavor oscillations θM and ∆m2
M can be

defined to diagonalize the Eq. 1.65 matrix:

i
d

dx

(Aee
Aeµ

)
=

1

4E

(− cos 2θM sin 2θM
sin 2θM cos 2θM

)(Aee
Aeµ

)
(1.67)

Identifying sin 2θM and cos 2θM with the elements of Eq. 1.65 matrix, one gets a relation between
θM and the other physical quantities involved:

tan 2θM =
sin 2θM
cos 2θM

=
∆m2 sin 2θ

∆m2 cos 2θ −ACC
= tan 2θ

1

1− ACC
∆m2 cos 2θ

(1.68)
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Similarly, for ∆m2
M :

∆m2
M =

√
(∆m2 cos 2θ −ACC)

2
+ (∆m2 sin 2θ)

2 (1.69)

Once these definitions are set, we can describe the survival probability P (νe → νe) in a uniform
density matter, which assumes a well-known structure:

P (νe → νe) = 1− sin2(2θM ) sin2

(
∆m2

M

L

4E

)
(1.70)

which shows the same structure of the vacuum case survival probability Eq. (1.58), replacing
θ → θM and ∆m2 → ∆m2

M . Mikeyev and Smirnov pointed out that if ACC = ∆m2 cos 2θ holds, a
resonant behaviour in Eq. 1.68 is derived [81]. Consequently, the presence of matter can lead to
a strong enhancement of the Eq. 1.70 oscillation probability, leading to a maximal mixing since
sin2(2θM )→ 1. This is called the Mikeyev-Smirnov-Wolfenstein (MSW ) mechanism resonance. At
fixed E, it takes place at the resonance density N res

e :

N res
e =

∆m2 cos 2θ

2E
√

2GF
≈ 6.65 · 106 ∆m2[eV2]

E[MeV]
NA cos 2θ [cm−3] (1.71)

On the other side, for a fixed Ne and ∆m2 cos 2θ couple, Eq. 1.71 holds at the resonance energy Eres.
In addition, since ACC > 0 holds, the resonance takes place only for θ < π/4; the matter effects
break the complementary angles invariance θ → π/2− θ observed for the the vacuum oscillation
case (see Sec. 1.7.1).

1.8 Neutrino mass scale determination

Since neutrino oscillations are not sensitive to the absolute scale of neutrino masses (mi), dedicated
experiments are needed to set relevant constraints. Hereafter, the constraints coming from double
β decay experiments, from β spectrum measurements, and from cosmology are shortly reviewed.

• Double β− decays are isobaric transitions from a (A,Z + 2) nucleus to a (A,Z) daughter
nucleus mediated by weak interaction: (A,Z + 2)→ (A,Z) + 2e−+ 2νe. The available energy
Qββ is shared between the decay products. If neutrinos are Majorana fermions, processes
such as neutrinoless double-beta decay (0νββ) would be allowed to take place, violating the
lepton number by two units. In fact, in a 0νββ decay, (A,Z) → (A,Z + 2) + 2e− + Qββ
the two emitted νe would annihilate, proving their Majorana nature. For a given double β
decaying isotope, the 0νββ-decay half-life T 0ν

1/2 can be estimated as:

T 0ν
1/2 =

(
G|M|2 〈mββ〉2

)−1

' 1027−28

(
0.01 eV

〈mββ〉

)2

[y] (1.72)

where G is the the phase-space factor, M is the nuclear matrix element, and the effective
mass 〈mββ〉 =

∑
i U

2
eimi is strictly related to the neutrino absolute mass scale by means

of PMNS element combination. From Eq. (1.72) it follows that ton-scale experiments are
needed to probe the physically interesting region T 0ν

1/2 ∼ 1028 y and 〈mββ〉 ∼ 0.01 eV. Several
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experiments, addressing complex technological challenges and employing different double-beta
decaying isotopes, have strongly contributed in recent years to lower the 〈mββ〉 upper limit
[87, 88, 89, 90, 91]. The best sensitivity so far has been achieved by GERDA detector [92],
located at LNGS and searching for 76Ge 0νββ decay: no signal has been observed, and the
derived half-life limit T1/2 > 0.9 ·1026 y (90% C.L.) corresponds to a sensitivity to the absolute
mass scale in β decay of 0.15− 0.44 eV.

• Direct and model-independent information about mνe can be obtained, in laboratory, by
means of kinematic studies of the β− decay spectrum of tritium 3H→ 3He

+
+ e− + νe [93,

94, 95]. The smoking gun for the mass measurement is given by the small, characteristic β
spectrum shape distortion close to its endpoint, due to mνe 6= 0. The most stringent mν

upper limit has been derived by the KATRIN experiment [96], mνe < 1.1 eV at 90% C.L.
KATRIN design goal is to improve its sensitivity of one order of magnitude with respect the
latest release, down to 0.2 eV (90% C.L.) after 5 years of data taking.

• Cosmology experiments return the strongest mass limits in the sum of neutrino masses
∑
imi,

which represent the flavor-blind total gravitational charge. As a drawback, the resulting
limits are strongly model dependent, according on the model complexity and number of free
parameters, on the input dataset, and are especially sensitive to systematic effects. Assuming
the existence of three light massive neutrinos and the validity of the ΛCDM (Lambda-Cold
Dark Matter) model, the best limit comes from the Planck CMB survey [97],

∑
imi < 0.26 eV

at 95% CL. Combining this result with the Baryon Acoustic Oscillations data and the CMB
lensing, the previous limit is as low as

∑
i

mi < 0.12 eV 95% CL (1.73)
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1.9 Sterile Neutrinos

Sterile neutrinos are hypotetical light fermions that do not take part to Standard Model interactions
with the exception of the gravitational one [98]. Currently, compelling constraints on the number
of active13 neutrinos exist. First of all, the Standard Model predicts the decay width of the Z0

boson into neutrino couples, which is expected to be proportional to the number of light14, active,
left-handed neutrinos. At present the measurement of the invisible Z0 width carried out at LEP
yields Nν = 2.984 ± 0.008 [4], hence it follows that there are only three light active neutrinos.
Moreover, the standard three-flavor neutrino oscillation paradigm has been established by several
solar atmospheric [53], reactor [70, 71, 72] and accelerator experiments [74, 75, 77].

However, long standing anomalies coming from several experiments led to the tantalizing hint
of the existence of at least one additional sterile neutrino state, which guides the oscillations at
short distances. The sterile term usually refers to neutrinos with right-handed chirality, which
may be added in a minimal extension of the Standard Model. The existence of right-handed
neutrinos is theoretically well-motivated, as all other known fermions have been observed with both
chiralities; furthermore, they could explain the mass generation mechanism for active states in a
natural way. The idea of the fourth neutrino state [99] has been proposed by Pontecorvo15, and
current experimental results do not allow to definitely prove it or reject it. If the existence of sterile
neutrinos will be confirmed, a major revolution in the landscape of particle physics will take place.

1.9.1 Experimental anomalies

In the following, the main experimental results indicating the possible existence of sterile neutrinos
will be shortly described.

Gallium anomaly

GALLEX and SAGE have been introduced in Sec. 1.6 as two radiochemical neutrino detection
experiments designed to measure the solar neutrino flux. To approve the experiment concept and
directly determine the νe detection efficiency, the experiments employed intense artificial 51Cr and
37Ar νe radioactive sources placed below the detectors [100, 101, 49, 51]. The radioactive nuclei
51Cr and 37Ar decay through electron capture emitting mono-energetic νe with hundreds of keV

energy:

e− + 51Cr→ 51V + νe Eν =


427 keV 9.0%

432 keV 0.9%

747 keV 81.6%

752 keV 8.5%

(1.74)

13An active neutrino is the left-handed neutrino described in the Standard Model.
14Neutrinos are defined as light if mν < mZ0/2 ≈ 45.6 GeV.
15From Ref. [99]: neutrino oscillations can convert potentially active particles into particles that are, from the

point of view of ordinary weak interactions, sterile, i.e. practically unobservable, since they have the incorrect
helicity.
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e− + 37Ar→ 37Cl + νe Eν =

{
811 keV 90.2%

813 keV 9.8%
(1.75)

The emitted νe were then detected by means of the same inverse β reaction Eq. 1.32 exploited
for the solar neutrinos detection νe + 71Ga→ 71Ge + e−. The ratio of measured versus predicted
interaction 71Ge rate in GALLEX and SAGE is

R = 0.86± 0.05 (1.76)

where R is the averaged result of the two experiments. Consequently, the number of measured
events is about 2.8σ far from than the expectations. This events deficit is named gallium anomaly,
and could be a manifestation of short-baseline neutrino oscillations of νe in sterile state. The
non-oscillation hypotesis is disfavoured at the 99.23% C.L. Being the source-detector distance
L < 2 m, this hypotetical oscillation would require a high mass splitting to be appreciable, roughly
located between 1 eV2 and 10 eV2. Combining GALLEX and SAGE results, and naming as θnew

and ∆mnew the mixing parameters related to the new hypotetical oscillation, one can extract their
best fit values:

sin2(2θnew) = 0.5 ∆m2
new = 2.2 eV2

while the 99% C.L. lower limits with respect to the null signal hypothesis are sin2(2θnew) > 0.07

and ∆m2
new > 0.35 eV2.

LSND and MiniBooNE anomalies

LSND [102] (Liquid Scintillator Neutrino Detector) has been an experiment designed to search
νµ → νe oscillation from µ+ → e+ + νe + νµ decay at rest with high sensitivity.

The source of neutrinos for the measurement is the interaction of the intense 798 MeV proton
beam at the Los Alamos Neutron Science Center (LANSCE) with a fixed target, which produces
a large number of pions, mostly π+ . The π− are mainly absorbed: only a small fraction decay
to µ−, which in turn are largely captured. Thus, the resulting neutrino source is dominantly due
to π+ → µ+ + νµ and µ+ → e+ + νe + νµ decays, most of which decay at rest. Such a source
has a small contaminants of νe, and is therefore ideal to search for νe appearing from oscillations
νµ → νe. Clearly, the measurement of the ratio of expected events and observed ones requires an
accurate knowledge of the initial antineutrino flux. The LSND detector consisted of a 8.3 m× 5.7 m

cylindrical tank with center located 29.8 m from the neutrino source. 1220 photomultiplier tubes
covered ≈ 25% of the tank surface area, which was filled with 167 tons of liquid scintillator consisting
of mineral oil. The νe component found in the beam, either due to signal or background, could be
detected via inverse β reaction νe + p→ n+ e+ in the mineral oil target of the LSND detector.

Left panel of Fig. 1.10 compares the number of expected and predicted events as a function of
the positron energy. A total excess of 87.9± 22.4± 6.0 inverse β reaction events with e+ energy
between 20 MeV and 60 MeV is observed above expected neutrino-induced backgrounds. This
excess is hardly justifiable in the well estabilished three flavor framework, but would be compatible
with an oscillation to a fourth state with mass squared difference in the range (0.2 − 10) eV2.
Right panel of Fig. 1.10 shows favored regions for νµ → νe oscillations in the mixing parameters
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Figure 1.10: LSND final results. Left panel: the νe events energy distribution collected between
1993 and 1998 at LSND experiment as a function of the positron energy. Right panel: favored
regions for νµ → νe oscillations in the mixing parameters

(
sin2(2θnew),∆m2

new

)
space at 90% C.L.

or 99% C.L. from LSND neutrino analysis (blue and grey areas respectively) [102] compared with
the 95% C.L. exclusion limits obtained by other short-baseline experiments (Karmen, NOMAD,
Bugey, CCFR).

(
sin2(2θnew),∆m2

new

)
space at 95% CL from LSND neutrino analysis (solid line) and antineutrino

analysis (dashed line).

The need to unambiguously verify or refute the LSND controversial results led to the proposal of
MiniBooNE experiment [103] at Fermilab. The searched oscillations were νµ → νe and νµ → νe. The
detector location was chosen to satisfy L[m] /E[MeV] ≈ 1, similarly to the LSND case, maximizing
the sensitivity to oscillations at ∆m2

new ≈ 1 eV2. The detector consisted of a 12.2 m diameter sphere
filled with pure mineral oil. Neutrino interactions in the detector produce final-state electrons
or muons, inducing scintillation and Čerenkov light detected by the 1520 photomultiplier tubes
covering the detector interior.

MiniBooNE results until 2010 are displayed in Fig. 1.11. In the antineutrino channel, no νe excess
are found in the LSND energy range, i.e. 475 MeV and 1250 MeV, but in the energy region below
475 MeV. This excess is hardly justifiable within the three neutrino flavor model, but is consistent
with antineutrino oscillations in the 0.2 eV2 ≤ ∆m2

new ≤ 1 eV2 range and have some overlap with
the evidence for antineutrino oscillations from LSND. The neutrino mode running also shows an
excess at low energy of 162.0± 47.8 events, pointing to a deviation from the no oscillation hypotesis
of 3.4σ, but the energy distribution of the excess is marginally compatible with a simple two neutrino
oscillation formalism. While this incompatibility might be explained by unexpected systematic
uncertainties and backgrounds, expanded oscillation models with several sterile neutrinos can reduce
the discrepancy by allowing CP violating effects (see Sec. 1.9.2). In May 2018, the MiniBooNE
experiment recently reported an anomalous 4.5σ excess of electron-like events, consistent with νe
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Figure 1.11: MiniBooNE main results until 2010. On the top: νe and νe reconstructed
energy distributions, respectively on left panel and right panel. On the bottom: event excess as a
function of reconstructed energy (black), and the two expected distributions according to LSND
new oscillation hypotesis at high and low ∆m2

new (green and purple histograms).

appearance from a νµ beam at short-baseline [104]. The acquired data are consistent in energy and
magnitude with the excess of events reported by LSND.

The MiniBooNE successor is the MicroBooNE experiment [105], which currently operates a large
170 ton Liquid Argon Time Projection Chamber (LAr TPC) that is located on the Booster neutrino
beam line at Fermilab. The experiment started collecting the first neutrino data in October 2015.
MicroBooNE investigates the low energy excess events observed by the MiniBooNE experiment and
will measure low energy neutrino cross sections on argon in the 1 GeV energy range.

On the other hand, there are a number of neutrino oscillation experiments that do not support
evidences for sterile hypotesis. The KARMEN experiment [106], displaying a very similar design to
LSND one, observed no such indications; however, a joint analysis of the two experiments shows
that their data sets are compatible with oscillations occuring either in a mass band from 0.2 eV2

to 1 eV2 or in a region around 7 eV2. Also, a number of νµ disappearance searches in the relevant
mass range, as MINOS experiment, returned negative results [107].

Reactor anomalies

Further hints for the existence of sterile neutrinos come from measurements of the neutrino flux
from short baseline reactor (SBL) experiments. In preparation for the Double Chooz reactor
experiment [73], the Saclay reactor neutrino group re-evaluated the specific reactor antineutrino
flux for 235U, 239Pu, 241Pu, and 238U, using the new existing nuclear data. In 2011, they reported
results [108], corresponding to a flux that is a few percent higher than the previous prediction. The
net result is a +3% shift in the predicted emitted spectra. The origin of these biases was found in
the approximate treatment of nuclear data and corrections to the Fermi theory.

This also required a re-analysis of the ratio of observed event rate to predicted rate for 19 published
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neutrino oscillation experiments at reactor-detector distances below 100 m. After including the
re-analysis of these experiment, the ratio for all these reactor experiments is R = 0.927 ± 0.023,
with a significance above 3σ from R = 1 hypothesis. This evidence has been called reactor anomaly :
a fraction of antineutrinos could oscillate in the sterile state, becoming undetectable. The ratios of
observed and expected antineutrinos fluxes are displayed in Fig. 1.12 as a function of the reactor-
detector distance for each reactor experiment; the hypotesis of absence and existence of sterile
state are compared in solid lines. The allowed regions in the mixing parameters (sin2 2θnew,∆m

2
new)

space obtained from the fit of the reactor neutrino data are reported in Fig. 1.13.
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Figure 1.12: Significance of reactor experiments anomaly: in red solid line the three active
neutrinos mixing model prediction is reported, while in solid blue line the 3 + 1 one (assuming a
mixing angle sin2(2θnew) = 0.12 and ∆m2

new > 1 eV2).

1.9.2 Interpretation of the anomalies

The experimental anomalies described in the previous section could be interpreted by assuming the
existence of one or more sterile neutrinos in the ∆m2

new ≈ eV2 range, which mixes with active ones.
The missing νe (νe) flux would be due to the impossibility to detect νs (νs). We will interpret
LSND, MiniBooNE, reactor experiments and other experimental results within sterile neutrino
oscillation models, analyzing the two most plausible ones: 3+1 and 3+216 schemes17.

3+1 model

The simplest extension of three-neutrino flavor mixing introduces one massive sterile neutrino which
mixes with the three active flavors. In this four-neutrino mixing framework, the flavor neutrino
basis is given by the three active neutrinos νe, νµ, ντ and by a sterile neutrino νs. The three active

16It is worth to anticipate that the existence of more than one sterile neutrino is strongly disfavoured by cosmological∑
mi constraints [97].

17Three sterile neutrino states, one for each active flavor generation, seem most natural to exist; however, a 3+3
model is not found to be better than the 3+2 fits, and the implications would be very similar. Therefore, a discussion
of 3+3 model is not included here (see Ref. [109]).
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Figure 1.13: Reactor anomaly global fit. Allowed regions in the mixing parameters
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new) space are obtained to the fit of the reactor neutrino data, without any
energy spectra information, in 3 + 1 neutrino hypothesis, with sin2(θ13) = 0.

ones are mainly composed of three massive neutrinos ν1, ν2, ν3 with light masses m1, m2, m3, while
the latter is mainly composed of a heavy neutrino ν4 with mass m4 such that ∆m2

new = ∆m2
41 and

m1 ≈ m2 ≈ m3 � m4 =⇒ m4 ≈
√
|∆m2

41|. This leads to an extended U 4 × 4 PMNS mixing
matrix that connects the 3+1 flavors to the four mass states18:


νe
νµ
ντ
νs

 =


Ue1 Ue2 Ue3 Ue4
Uµ1 Uµ2 Uµ3 Uµ4

Uτ1 Uτ2 Uτ3 Uτ4

Us1 Us2 Us3 Us4



ν1

ν2

ν3

ν4

 (1.77)

The sterile state mixing with the active neutrinos has to be sufficiently small in order not to spoil
the successful three flavor mixing explanation of solar, atmospheric and long-baseline neutrino
oscillation measurements. In other words, the sterile neutrino mass eigenstate m4 must be mostly
sterile:

|Uα4| � 1 α = e, µ, τ (1.78)

while |Us4| ≈ 1. Under these hypotheses, the effects of active-sterile neutrino mixing in solar [110]
and atmospheric [111] neutrino experiment results are tiny and out of current detector precisions,
but should be revealed sooner or later. The two possible mass schemes, normal and inverted, are
depicted in Fig. 1.14. Since the inverted scheme assumes three massive neutrinos at the eV2 scale,
it is highly disfavored by cosmological constraints [97] over the normal one.

18So-called 2 + 2 four-neutrino mixing schemes are strongly disfavored by the absence of any macroscopic signal of
sterile neutrino effects in solar and atmospheric neutrino data.
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Figure 1.14: Schematic illustration of the 3+1 mass ordering, taking into account the ∆m2
21 ≈

∆m2
32 ≈ ∆m2

31 ≡ 0 approximation.

Neutrino oscillations in the sterile state are generated by a squared-mass difference ∆m2
new & 0.1 eV2,

which is, at least, three order of magnitude higher than the two measured solar and atmospheric
splittings ∆m2

21 and ∆m2
31. For this reason, in experiments sensitive to this squared mass difference

one can approximate ∆m2
21 ≈ ∆m2

32 ≈ ∆m2
31 ≡ 0, so that we can reduce to a two flavor oscillation

problem:

sin2

(
∆m2

21L

4E

)
≈ sin2

(
∆m2

31L

4E

)
� sin2

(
∆m2

41L

4E

)
For a given flavor, the conversion and survival probabilities in 3+1 schemes in these experiments
are [112]:

Pνα→να(L,E) = 1−4
(
1− |Uα4|2

)
|Uα4|2 sin2

(
∆m2

41L

4E

)
≡ 1−sin2(2θαα) sin2

(
∆m2

41L

4E

)
(1.79)

Pνα→νβ (L,E) = 4|Uα4|2|Uβ4|2 sin2

(
∆m2

41L

4E

)
≡ sin2(2θαβ) sin2

(
∆m2

41L

4E

)
(1.80)

for α, β = e, µ, τ, s. Therefore all oscillation probabilities in sterile state depend, with excellent
approximation, only on the absolute value of the largest squared mass difference, that is ∆m2

41.
The oscillation amplitudes depend only on the absolute values of the elements in the fourth column
of the mixing matrix |Uα4|. From Eq. (1.79) and Eq. (1.80) one can see that the electron and muon
neutrino and antineutrino appearance and disappearance in short-baseline experiments depend on
|Ue4|2 and |Uµ4|2. Constraints on their product sin2(2θeµ) ≈ sin2(2θee) · sin2(2θµµ) = 4|Ue4|2|Uµ4|2
can be extracted from the experiments searching for νe → νµ, as LSND, MiniBooNE and in future
MicroBooNE. The disappearance experiments determine separately |Ue4|2 (reactor or Ga-based)
and |Uµ4|2 (MINOS) through the measurements of sin2(2θee) and sin2(2θµµ) (see Eq. (1.79)).

The allowed regions in the (sin2(2θµe),∆m
2
41), (sin2(2θee),∆m

2
41) and (sin2(2θµµ),∆m2

41) planes
obtained in the 3+1 global fit [112] are shown in Fig. 1.15. The included experiments are:
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• νµ → νe and νµ → νe appearance data: LSND, MiniBooNE until 201019, BNL-E776,
KARMEN, NOMAD, ICARUS, OPERA;

• νe → νe and νe → νe disappearance data: experiments at nuclear reactors, GALLEX, SAGE;

• νµ → νµ and νµ → νµ disappearance data: CDHSW, atmospheric neutrino experiments,
MINOS, MiniBooNE.

Figure 1.15: Sterile anomalies global fit. Allowed regions in (sin2(2θµe),∆m
2
41),

(sin2(2θee),∆m
2
41) and (sin2(2θµµ),∆m2

41) planes obtained in a 3+1 global fit of neutrino os-
cillation data sensitive to ∆m2

41 ≈ eV2. These are compared with the 3σ allowed regions obtained
from νµ/νµ short-baseline appearance data (APP) and the 3σ constraints obtained from νe/νe
short-baseline disappearance data (νe DIS), νµ/νµ short-baseline disappearance data (νµ DIS) and
the combined short-baseline disappearance data (DIS). The best-fit points of the global and APP
fits are indicated by crosses.

The MiniBooNE low-energy anomaly is incompatible with neutrino oscillations, because it would
require a tiny value of ∆m2

41 and a large value of sin2(2θeµ), which are excluded by other experiments
results. It is likely that the explanation for this anomaly lies independently on neutrino oscillations:
therefore it has not been included in the global fit. The oscillation parameters best-fit extracted
values are:

∆m2
41 = 1.6 eV2 |Ue4| = 0.167 |Uµ4| = 0.114 (1.81)

implying sin2(2θeµ) = 0.0014, sin2(2θee) = 0.11 and sin2(2θeµ) = 0.050. The combined disap-
pearance constraint in the (sin2(2θµe),∆m

2
41) plane excludes a large part of the region allowed by

νµ → νe (νµ → νe) appearance data, leading to the well-known appearance-disappearance tension.

Let’s consider now the MiniBooNE anomalous νe excess from the 2018 data release, one of the most
recent hints to sterile neutrinos. If interpreted as evidence of a sterile neutrino in a 3+1 mixing

19MiniBooNE data from the 2018 release are not included here.
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Figure 1.16: MiniBooNE data until 2018. The allowed regions for a combined neutrino mode
and antineutrino mode 200 MeV < Eν < 3000 MeV within a two-neutrino oscillation model [104]
are displayed. The best neutrino oscillation fit in neutrino mode occurs at sin2(2θ41) = 0.84,
∆m2

41 = 0.039 eV2. The shaded areas show the 90% and 99% C.L. LSND νµ → νe allowed
regions. The black point shows the MiniBooNE best fit point. Also the 90% C.L. limits from the
KARMEN [106] and OPERA [76] experiments are shown.

scenario, the significance of the combined LSND and MiniBooNE excesses yields a 6.0σ discrepancy
with respect to the three flavor SM prediction. Fig. 1.16 shows the MiniBooNE allowed regions for a
combined neutrino mode and antineutrino mode 200 MeV < Eν < 3000 MeV within a two-neutrino
oscillation model. With this technique, the best neutrino oscillation fit in neutrino mode occurs at
sin2(2θ41) = 0.84, ∆m2

41 = 0.039 eV2. This event excess will be extensively studied by the Fermilab
short-baseline neutrino (SBN) program [113].

In a nutshell, there is a puzzling tension among data released by several experiments. Given the
lack of corresponding νµ disappearance observations, required in the case of oscillations involving a
sterile flavor, there is strong motivation for alternative explanations of this sterile anomaly [114,
115, 116]. One of these alternatives assumes the existence of a new dark sector containing a dark
neutrino and a dark gauge boson, both with masses between a few tens and a few hundreds of
MeV [117]. Other possibilities could be quite exotic, as the existence of sterile resonant neutrino
oscillations [118], sterile neutrino non-standard interactions [119], extra dimensions for neutrinos
[120] and so on.
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Figure 1.17: Sterile neutrinos: schematic illustration of the three possible 3+2 mass
orderings, taking into account that |∆m2

21| � |∆m2
31| � |∆m2

41| < |∆m2
51|. In the third scheme

the identification of the labels k and j is chosen in order to satisfy the inequality |∆m2
41| < |∆m2

51|.

3+2 model

The 3+2 mixing scheme was considered to be interesting in 2010, when the MiniBooNE neutrino
and antineutrino data showed a CP-violating tension [112]. The model introduces a second sterile
neutrino in the eV2 mass region, thus experiments sensitive at the eV2 scale depend on seven
parameters. In addition to the two mass-squared splittings (∆m2

41 and ∆m2
51) and the magnitude

of the mixing matrix elements (|Ue4|, |Uµ4|, |Ue5|, |Uµ5|), there is now also a physical complex phase
δ CP-violating. The three possible mass hierarchy schemes are depicted in Fig. 1.17. The 2+3
and 1+3+1 scheme, since they involve three or four massive neutrinos at the eV scale, are highly
disfavored over the normal scheme by cosmological constraints on the sum of neutrino masses [97].

Considering the normal scheme, the best-fit values for these parameters from global fit to all data
sets are [121]:

∆m2
41 = 0.47 eV2 ∆m2

51 = 0.87 eV2 δ/π = 1.64

|Ue4| = 0.128 |Uµ4| = 0.165 |Ue5| = 0.138 |Uµ5| = 0.148 (1.82)

The CL contours in marginalized (∆m2
41,∆m

2
51) space can be seen in Fig. 1.18. It can be shown

that appearance-disappearance tension in the 3+2 global fit, including low energy MiniBooNE data
until 2010, is even worse than that of the 3+1 fit. One can see also that there is little improvement
of the goodness of global fit for the 3+2 model with respect to the 3+1 case, in spite of the four
additional parameters and of the additional possibility of CP violation [112, 122]. This fact does
not justify or support the larger complexity of the 3+2 scheme over the 3+1 one. Furthermore, the
3+2 model is even more disfavoured than the 3+1 one by cosmological constraints [97].

1.9.3 Future perspectives

From the experimental point of view, the hunt for the sterile neutrinos is a very active field
of research: more than ten experiments are currently dedicated to this hard task [123]. The
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Figure 1.18: Sterile neutrinos: global fit for 3+2 and 1+3+1 scenarios (upper left and
lower right respectively) in the the neutrino mass squared differences ∆m2

41 and ∆m2
51 plane. The

two black indicate the best-fit values.

experimental program has the amibitious goal to solve conclusively this open problem in a few
years thanks to a broad range of dedicated experiments employing different techniques and looking
in different flavor oscillation channels.

Six very short baseline reactor experiments are taking data just now. They employ a reactor as
νe source with a detector placed at a distance of the order of 10 m. The DANSS [124, 125] and
NEOS [126] experiments, based on neutrino flux coming from industrial reactors, are the most
promising ones, benefitting from a high counting rate up to 5000 νe/day. They show the highest
sensitivity at ∆m2

41 ∼ (1− 2) eV2, reaching regions with sin2(2θ41) < 0.01. DANSS is located at
the Kalinin nuclear power plant in Russia, and its key advantage is the use of a movable solid
scintillator detector, which allows to change the baseline L. The NEOS experiment makes use of a
Gd loaded liquid scintillator detector located at a distance 24 m from the core of a reactor in South
Korea. Other dedicated reactor experiments which are currently taking data are NEUTRINO-4
[127], PROSPECT [128], SoLid [129] and STEREO [130].

Also the sector of sterile neutrino physics via accelerators is very encouraging. MINOS and MINOS+
[74, 131] look for νµ disappearance in two detectors at baselines of 1.04 km and 735 km. No evidence
of mixing between active and sterile neutrinos has been observed until now, and a stringent limit
on θ24 is set for all values of ∆m2

24 & 102 eV2 [131]. The Short Baseline Neutrino Program at
Fermilab [113] will consist of three detectors each employing LAr TPC technology, exposed to a
booster neutrino beam. Among the three, Icarus is the largest, and sensitivity studies foresee that
it will guarantee a 5σ sensitivity to the LSND excess, if it really exists. Icarus has been recently
delivered to Fermilab from CERN, and its installation is being completed. The detector closest to
the beam source, SBND (Short Baseline Near Detector), is currently under construction. Finally,
MicroBooNE is currently operating and taking data using the neutrino beam. The possibility of
probing sterile neutrino oscillations using the DUNE experiment Near Detector has already been
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promisingly considered [132]. There are also proposals to use a future β-beam or a low-energy
neutrino factory to search for short-baseline disappearance [133]. To close the topic, competitive
improvements on sterile neutrino mass may come also from the next future generation of the
β-spectrum experiments (KATRIN, [134], Troitsk [135]).



Chapter 2

The Borexino experiment: detector design and
pp-chain results

Borexino is a large volume liquid detector, whose primary purpose is the real-time measurement
of low energy solar neutrino fluxes [39, 61, 65]. It is located deep underground (3800 m mwe) in
the Hall C of the Laboratori Nazionali del Gran Sasso (Italy), where the atmospheric muon flux is
suppressed by a factor of 10−6 with respect to the Earth surface. The Borexino detector started its
data taking on 15 May 2007, which it is currently still ongoing.

The original goal of the experiment, i.e. the measurement of solar neutrinos emitted from 7Be

reaction, has been completed successfully [62]. The excellent Borexino radiopurity levels made
possible to broaden the scientific scope of the experiment: Borexino measured the fluxes of all the
pp chain neutrino components [39, 65, 136, 137, 138]. Currently, the collaboration is strongly
focusing on the possible detection of CNO neutrinos, the only missing piece of the solar fusion
puzzle.

This Chapter is organized as follows. The detector experimental design is outlined in Sec. 2.1. The
reactions by which the solar neutrinos and the anti-neutrinos interact in the detector, along with
the expected solar neutrino rates according to Standard Solar Model, are shown in Sec. 2.2. The
background issues and the low contamination levels achieved in Borexino are critically reviewed
in Sec. 2.3. The data acquisition steps, from the electronic chain system to the event offline
reconstruction, are summarized in Sec. 2.4; particular emphasis is dedicated to the event position
and energy reconstructions algorithms and characterizations, which will be extensively used in the
main analysis of this thesis. The Borexino solar neutrino achievements up to 2016 are described
in Sec. 2.5. In particular, the comprehensive measurement of solar neutrino rates from the pp
chain, published in Ref. [39], will be extensively described in Sec. 2.5.1 and Sec. 2.5.2, together
with its implications on solar and particle physics (Sec. 2.5.3). The SOX project for the search of
sterile neutrinos, which was planned to use the Borexino detector, is shortly introduced in Sec. 2.6.
Conclusions are outlined in Sec. 2.7.



2.1 The detector design 68

2.1 The detector design

Borexino has been designed to provide a large fiducial volume of ultra-clean scintillator [61].
In the current configuration, it contains ≈ 278 t of liquid scintillator that convert the energy
deposited by neutrino interactions into scintillation photons. The detector is instrumented with
2112 photomultiplier tubes (PMTs) that measure the intensity and the arrival time of this light,
allowing the reconstruction of the energy and position of the events.

The Borexino detector is schematically depicted in Fig. 2.1. Its design is driven by the principle of
graded shielding: the inner scintillating core is located at the center of a set of concentric spherical
layers of increasing radiopurity from outside to inside. This configuration has been established
in order to suppress as much as possible the external background due to the surrounding rocks
and to the remaining cosmic muons, which represent a serious obstacle to solar neutrino fluxes
measurements. In the following, the detector main features and component are listed, from inside
to outside.

Figure 2.1: Schematic view of the Borexino detector.

After careful studies of different organic scintillators, both in small-scale lab tests and in larger
scale in the CTF detector, the liquid scintillator was chosen as a mixture of pseudocumene (PC,
1,2,4-trimethylbenzene, C6H3(CH3)3) as solvent and PPO (2,5-diphenyloxazole, C15H11NO) as fluor,
with a 1.5 g/l concentration. This scintillator has an electron density of (3.307±0.003) ·1029t−1 and
a mass density of about 0.879 g/cm3. The light yield is about ≈ 1.2 · 104 photons/MeV [139], while
its emission spectrum peaks at 360 nm (see Fig. 2.2). This fact, together with the low absorption of
the scintillator and buffer fluid, and to the photoelectric effect probability of photons on PMTs, leads
to an overall light collection of ≈ 500 photo-electrons per MeV of deposited energy, corresponding
to a 5% energy resolution at 1 MeV. The very high light yield value allows the detection energy
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threshold to be set down to a level of a few tens of keV, even if the unavoidable contamination of
14C present in any organic liquid practically limits the neutrino window above about 200 keV.

325 350 375 400 425 450 475 500 525
 [nm]

0.0

0.2

0.4

0.6

0.8

1.0

A.
U.

PC+PPO emission spectrum

Figure 2.2: Wavelength emission spectrum of the PC + PPO mixture used as liquid scintil-
lator in Borexino.

The scintillator is contained in a transparent spherical nylon membrane of 8.5 m diameter and
125µm thickness. This envelope is named inner vessel (IV) and must be tight as it separates
fluids which should never mix, i.e. the scintillator and the buffer liquid (see later on). Nylon has
approximately the same refraction index (1.53) of pseudocumene, and thin nylon sheets can be
made to be very transparent: in this way, optical processes of scintillation photons crossing this
surface are avoided (reflections or refractions).

The inner vessel is surrounded by 1040 t shielding liquid, named buffer liquid. Its density is similar
to the scintillator one, to balance the hydrostatic pressure and to avoid severe modifications of the
vessel spherical shape which would lead, in the worst case, to IV mechanical ruptures. Since the
PC density is about 0.88 g/cm3, water could not be used as liquid buffer: it was decided to make
use of pure pseudocumene plus a solute named DMP (dimethylphtalate), an organic light quencher,
in a 5 g/l concentration. The main role of the quencher is to suppress the PC scintillation in the
buffer, which mainly comes from background events due to PMTs contaminations.

A leak of scintillator from the IV to the buffer region within the OV started approximately on
April 9th 2008, for reasons which are still unclear. The leak rate was estimated to be about
1.33 m3/month, thus the need to halt the fluid rate was urgent. A partial removal of DMP was
carried out to reduce the density difference between the scintillator and the buffer fluid, and thus
the pressure difference across the leak. Further reduction of the DMP concentration until the
current value of 1.5 g/l helped to minimize the leak rate, which then stabilized at ∼ 1.5 m3/year.
The lost scintillator volume in the IV was compensated by several refilling operations with the
pseudocumene. Since the IV is made of a thin layer on nylon, and therefore is not rigid, the
buoyancy forces between the fluids have been slowly developing a deformation of the IV shape,
which is now not spherically symmetric nor stable in time. The presence of the leak enhances
the deformation evolution in time. Fig. 2.3 shows example of a recent IV shape and the initial
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Figure 2.3: Inner Vessel shapes determined by an algorithm developed by the collaboration
based on the background contamination present on the Inner Vessel, in 2007 (green) and in 2018
(purple), compared to the ideal spherical one (grey, r = 4.25 m). The x-axis and the y-axis refer
respectively the rcyl =

√
x2 + y2 and the z-coordinates.

one, determined through an algorithm developed by the collaboration based on the background
contamination present on the Inner Vessel.

A second nylon membrane, named outer vessel (OV), was added in the buffer liquid region to stop
the radon atoms diffusing from outer parts of the detector toward the IV. Its diameter is about
12.6 m and its thickness is the same as the one of the IV. Left panel of Fig. 2.4 is a photography of
the two nylon vessels installed and inflated with nitrogen.

All the components described so far are included in a stainless steel sphere (SSS) 8− 10 mm thick,
with a 13.7 m diameter. This sphere contains the buffer liquid and is the support structure for the
PMTs. It is held by 20 legs welded to the external water tank floor. A view of the internal surface
of the SSS with PMTs mounted inside can be seen in right panel of Fig. 2.4.

Borexino is provided with both an inner and an outer muon veto. The Inner Muon Veto consists of
about 400 PMTs without light concentrators (see next subsection). These PMTs are more efficient
with respect to those with concentrators in collecting light from the buffer liquid; therefore, they
are particularly sensitive to light emitted by muons crossing the buffer. The Outer Muon Veto is
composed of 208 additional PMTs installed in the water tank and pointed towards the external, in
order to detect the Čerenkov light produced by muons in the shielding water. Water tank inner
walls, as well as the outer SSS surface, are covered with some Tyvek sheets, a high reflectivity
material that enhances the muon detection probability by maximizing light collection.

The full experimental setup is housed in a dome shaped steel tank, with a 18 m diameter cylindrical
base and a hemispherical top of 16.9 m maximum height. It is filled with 2400 t of ultra pure water
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Figure 2.4: Borexino vessels. On the left, the Inner and Outer nylon Vessels (IV and OV)
installed and inflated with nitrogen in the stainless steel sphere. On the right, the inner surface
of the Stainless Steel Sphere (SSS). The picture is taken from the main SSS door, and shows the
internal surface of the sphere with PMTs evenly mounted inside.

as the outermost shielding of the detector from external γ and neutrons.

Photomultiplier tubes

Borexino is instrumented with 2212 8” ETL-9351 PMTs [61]. Employing a special low radioactivity
glass, with a complex sealing system, they have been designed to resist the pseudocumene corrosive
action on the front and water action on the back. The necessity to measure the energy of each
scintillation event and to reconstruct its position by means of a time of flight technique puts severe
constraints on the selection of the most suitable photomultiplier model for Borexino. In order to
have a large number of collected scintillation photons, high quantum efficiency (QE) values are
needed; to achieve a precise time definition, and thus a precise position resolution, a low transit
time jitter is required. The selected PMTs are sensitive to light within a wavelength range between
350 nm and 500 nm, and their quantum efficiency peaks at 420 nm to ≈ 26%. 1838 PMTs are
equipped with aluminum light concentrators (named cones) in order to increase light collection
capability. The overall geometrical coverage is around 30%. The photomultipliers are installed on
the internal surface of the SSS (right panel of Fig. 2.4) in dedicated feed-throughs. PMTs have to
satisfy low radioactivity requirements: the photocatode glass is the main radioactivity source, with
concentrations equals to 3 · 10−8g/g for 238U, 1 · 10−8g/g for 232Th, 2 · 10−5g/g for 40K.

Monte Carlo simulations showed that the mean number of photoelectrons (p.e.) detected by one
PMT is found in the 0.02− 2.0 range for events with energy between 250 keV and 800 keV. It is
therefore important that PMTs provide a good single electron performance both for the signal
amplitude and for the timing response. Furthermore, to minimize the probability of random hits
during the data acquisition, the chosen PMTs feature a low dark rate. More detailed manufacturer
specifications are reported in Ref. [61].

Not all the 2212 PMTs are currently active and operative. During the filling of the SSS with
ultra-pure water, about 80 PMTs suddenly stopped working, most likely because of defects in the
sealing. The total number of inactive PMTs at the beginning of data taking was 175. The current
failure rate, now quite stable in time, is found at about 70 lost PMTs per year. The number of
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alive PMTs, at October 2019, is 1127 out of 2212.

2.2 Neutrinos and anti-neutrinos detection in Borexino

Neutrino detection

Solar neutrinos of all flavors are detected by means of their elastic scattering off scintillator electrons
(Eq. (1.33)):

νx + e− → νx + e− x = e, µ, τ (2.1)

Being all scattering angles allowed, the kinetic energy transferred to the electron varies from zero
to a large fraction of the neutrino energy. From the relativistic energy and momentum conservation
laws, one can relate the transferred energy and the scattering angle θ for any given interaction:

E′ν =
Eν

1 + Eν
mec2

(1− cos θ)
Te = Eν − E′ν =⇒ Tmax

e = Eν − E
′min
ν =

Eν

1 + mec2

2Eν

(2.2)

where mec
2 is the electron rest energy, Eν is incoming neutrino energy, and E′ν is the neutrino

energy after the interaction. The kinetic energy of the recoiled electron is Te = Eν − E′ν , and
therefore shows a continuous spectrum even in the case of monoenergetic neutrinos, extending up
to a Tmax

e maximum value (endpoint). The differential cross section for the νx − e− scattering,
according to the Standard Model prediction at the lowest order in perturbation theory1, is [140]:

dσ

dTe
=

2G2
Fme

π

[
g2
L + g2

R

(
1− Te

Eν

)2

− gLgR
meTe
E2
ν

]
σ0 ≡

2G2
Fme

π
(2.3)

gL =


+

1

2
+ sin2 θW for νe

−1

2
+ sin2 θW for νµ, ντ

gR = sin2 θW sin2 θW ≈ 0.231 (2.4)

where θW = arccos(MW /MZ) is the Weinberg angle, gL and gR are respectively the left and right
chirality electroweak couplings. The leading constant σ0, which gauges the cross section magnitude,
is σ0 ≈ 8.80 · 10−46 cm2. The total cross section can be obtained integrating Eq. (2.3) from Te = 0

to Te = Tmax
e .

Borexino can detect neutrinos of all flavors, but it is worth to underline that for the elastic scattering
σν−µ = σν−τ ≈ 0.16σν−e (see Sec. 1.6). Electron recoils induced by different neutrino flavors
cannot be distinguished on an event-by-event basis 2. Furthermore, the neutrino induced events
are intrinsically indistinguishable from β and γ backgrounds: the several signal and background
contributions can be disentangled only by means of a spectral fit (see Sec. 2.5.1 or the more detailed
Sec. 4.2).

1Radiative corrections are neglected in Eq. (2.3) for the sake of simpliticy, but they are accounted for in the
Borexino full calculations of ν expected interaction rates. They impact at the ≈ 1% level on the total cross section
budget, which is a relevant precision level for the Borexino physics goals.

2In principle, the slight differences of recoil energy spectra between νe and νµ, ντ might allow a statistical
separation, but this is practically not feasible with a realistic amount of data [65]
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Solar ν
Eν Tmax

e Rν B16 (GS98) Rν B16(AGS09)
Main bkg

[keV] [keV] HZ [cpd/100t] LZ [cpd/100t]

pp chain

pp ≤ 420 261 131.1± 1.4 132.2± 1.4 14C

7Be
384 231

47.9± 2.8 43.7± 2.5 85Kr, 210Bi
862 662

pep 1440 1220 2.74± 0.04 2.78± 0.04 11C, 210Bi
8B ≤ 1.50 · 104 14500 0.211± 0.003 0.174± 0.002 208Tl, ext. γ

CNO cycle

13N ≤ 1199 988
4.92± 0.78 3.52± 0.52 11C,210Bi15O ≤ 1732 1509

17F ≤ 1740 1517

Table 2.1: Expected neutrino interaction rates in Borexino according to the B16 Standard
Solar Model predictions, in the high or low metallicity scenarios (HZ and LZ) and assuming
MSW+LMA flavor transformation [25]. Eν is the neutrino energy (end-point for continous energy
spectra) and Tmax

e is the maximal energy of the scattered e− according to Eq. (2.2). The expected
interaction rates in Borexino, reported respectively in the third and fourth columns, are calculated
for the high-metallicity scenario (B16 GS98) and for the low-metallicity scenario (B16 AGSS09).
Note that the CNO-ν rate is quoted as a single component (given by the sum of 13N-ν, 15O-ν and
17F-ν) since the current experimental sensitivity does not allow to disentangle the three components.
The reported Rν errors include also the uncertainty on the flavor oscillation probability. The fifth
column indicates the main backgrounds present in Borexino in the same energy region of interest of
a given neutrino species.

Accounting for the effects of the neutrino oscillations, which partly convert the νe emitted by the
Sun into νµ and ντ , the expected solar neutrino interaction rate in Borexino Rν is given by:

Rν = Ne

∫
dEν

dΦ

dEν

∫
dT

[
dσe
dT

Pee(Eν) +
dσµ
dT

(1− Pee(Eν))

]
(2.5)

where Ne is the number of target electrons, dΦν/dEν is the SSM differential energy spectrum for
solar neutrinos (as discussed in Sec. 1.5) and Pee(Eν) is the solar νe survival probability. The
expected interaction rates of solar neutrinos in Borexino according to the high-metallicity and the
low-metallicity scenarios, using the oscillation parameters from Ref. [86], along with the related
energies of the reactions, are reported in Tab. 2.1, separately for the pp chain and for the CNO
cycle.

The solar neutrino count rate in the Borexino range is found between a few and a few tens of counts
per day for one hundred tons of target material (cpd/100t from now on), and defines the required
background rates and the needed radio-purity levels of the detector. These low rates, corresponding
to an equivalent activity of 10−9 Bq/kg, drive the radiopurity requirement for Borexino: since the
typical natural radioactivity is in the order of 101 − 102 Bq/kg, the Borexino scintillator needs to
be 9-10 order of magnitude less radioactive than anything on Earth.
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Anti-neutrino detection

Borexino detects νe via the inverse β reaction (IBD) [12],

νe + p→ e+ + n (2.6)

which features a νe energy threshold of Ethr = me + mn −mp ≈ 1.806 MeV. The generated e+

promptly comes to rest in the liquid scintillator, annihilates with a scintillator electron, inducing
two 511 keV γ-rays; these yield a prompt event with a visible energy of Evis = Te+ + 2me =

Eνe + mp −mn + me = Eνe − 0.782 MeV. Instead, the free neutron emitted, after a free mean
path of the order of cm or tens of cm, thermalizes and is typically captured by PC protons3, in
a mean time of 256µs. This capture is followed by the emission of a 2.22 MeV γ-ray, providing
a coincident delayed event4. The characteristic time, energy and spatial coincidence of prompt
and delayed events offers a clean and unmistakable signature of νe detection. The IBD total cross
section (σIBD) can be inferred from the Standard Model predictions:

σIBD(E) =
σ0

m2
e

(E −mn +mp)
√

(E −mn +mp)2 −m2
e σ0 = 9.455 · 10−48 m2 (2.7)

2.3 Backgrounds

The achievement of extremely low background levels in Borexino played a crucial role for the
experiment success. According to the Standard Solar Model, the order of magnitude of sub-MeV
solar neutrino interactions in Borexino is a few tens cpd/100t (see Tab. 2.1), corresponding to
an equivalent activity of a few 10−9 Bq/kg from natural radioactivity of materials. Moreover,
the neutrino induced events are intrinsically indistinguishable from β and γ radioactivity: this
requires very restrictive requirements in terms of radiopurity of the scintillator and of the detector
construction materials.

The Borexino collaboration has been addressed the radiopurity issue in several ways: developing
suitable purification techniques for scintillator, water, and nitrogen, performing careful material
selections, developing innovative cleaning techniques for metal surfaces. In particular CTF, the
Borexino protoype, has played a crucial role in the long R&D phase: it was built with the task
of demonstrating the feasibility of large scale purification of organic liquid scintillators to the
levels required for the 7Be-ν detection. Following this experience, the basic strategy employed for
Borexino has been to purify the scintillator with a combination of distillation, water extraction,
and nitrogen gas stripping procedures. All these techniques are employed in common industrial
processes, but they have been adapted and optimized for Borexino, bringing to radiopurity levels
well beyond the original design goals.

In spite of the purification campaign success, still relevant background contaminations are present
in the Borexino detector, and represent the main obstacle to the solar neutrino flux determinations.
Events generated by the intrinsic contaminants are referred to as internal background, while those
reaching the scintillator from outside are referred to as external background.

3The scintillation light related to the proton recoil is highly quenched and negligible.
4In ≈ 1% of cases, the capture takes place on a PC carbon atom, resulting in a 4.9 MeV de-excitation γ.
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2.3.1 Internal backgrounds

In the following, we review the internal backgrounds present in Borexino. The contamination level
will be indicated in g/g units, i.e. parts of contaminant isotope per unit.

14C

The 14C isotope (β− decay, τ = 8270 y, Q = 156 keV) is by far the most abundant background
in Borexino, and dominates the very low energy range. Its extremely high average rate is about
3.5 · 106 cpd/100t, corresponding to ≈ 40 Bq/100t.

At the Earth surface level, it is cosmogenically produced via the reaction 14N+n→ p+ 14C, leading
to a relative abundance of 1.2 ·10−12 g/g in living organic matter. 14C is chemically identical to 12C:
once it is produced, it cannot be separated by any purification process. Therefore, it unavoidably
accompanies the 12C isotope, with concentrations depending on the site of production and storage.

Fortunately, since organic liquids are derived from oil, which remained underground for millions
of years, the concentration of 14C in the liquid scintillators from old oil reservoirs is found at the
10−18 g/g level. For the solar neutrino low energy window, the acceptable 14C relative abundance
is 3 · 10−18 g/g, since a larger concentration would spoil the neutrino signal through a high rate
of pile-up signal. The current Borexino 14C contamination, measured analyzing the lowest energy
part of the events spectrum, is 2 · 10−18 g/g.

238U and 232Th chains

A large contribution of the internal background is given by radio-isotopes belonging to the natural
238U (see scheme in Fig. 2.5) and 232Th chains. The current contamination level, of about 10−17 g/g

for 238U and 10−18 g/g for 232Th, has been achieved through the distillation and is about two order
of magnitude better than original design specifications.

Unfortunately, some of the isotopes of the radioactive 238U and 232Th chains are found out of the
equilibrium. The first element is the 210Pb, which can be absorbed by metal and plastic surfaces,
and gives rise to the following sub-chain:

210Pb
τ≈32 y−−−−−−−−→

Qβ=63.5 keV

210Bi
τ≈7.23 d−−−−−−−−→

Qβ=1160 keV

210Po
τ≈199.1 d−−−−−−−−→

Qα=5.3 MeV

206Pb (2.8)

210Pb cannot be detected in Borexino, because of its very low end-point (Q = 63.5 keV). Its
daughters instead, 210Bi and 210Po, are a major source of background in Borexino. 210Bi spectrum
spans the energy range of interest for 7Be-ν, pep-ν, CNO-ν, showing a smooth featureless profile.
210Po is a 5.3 MeV α emitter. Because of the high quenching effects (see Sec. 2.4.1), its decay
reconstructed energy is found around 500 keV, and therefore its spectrum extends in the typical
7Be-ν energy region. Clearly visible also by eye in the energy Borexino spectrum, because of
the evident gaussian spectrum shape, its rate can be easily isolated thanks to α-β discrimination
techniques. Beside the contribution coming from the 210Pb chain, the 210Po itself is found outside
of secular equilibrium at the beginning of the experiment and after the purification stages. The
reason is probably due to a 210Po contamination of the purification pipes, which have been partly
washed out by the liquid flow movement thus entering in the scintillator. The link between 210Bi
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Figure 2.5: Scheme of the natural decay chain of 238U.

and 210Po, their spatial distribution and their evolution in time, play a crucial role in the CNO-ν
detection analysis, and will be described extensively in Chapter 6.
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222Rn

The 222Rn isotope, member of the 238U chain, is a chemically inert gas that diffuses easily in air
and in materials. It is formed within the 238U radioactive chain, and decays α with a half life of
τRn = 3.8 d converting into 218Pb. The 222Rn air activity in Gran Sasso Hall C is kept acceptable
thanks to a continuous venting of the halls with fresh outside air piped in through the highway
tunnel, reaching an average concentration ∼ 50 Bq/m3 [141]. The air circulation is fundamental
to keep safe working conditions. 222Rn contamination is one of the reasons for which the detector
must remain leak tight to air; it is especially dangerous for Borexino because it is more soluble
in pseudocumene scintillator than in air. During the initial filling of the detector, a small leak in
a valve has caused a 222Rn spike, which decayed away after few months since the beginning of
data-taking.

40K

The 40K isotope (β− decay or EC, τ = 1.85 · 109 y) is a primordial nuclide naturally present at the
0.012% level with respect to natural potassium, decaying via two different channels:

40K→ 40Ca β− Q = 1.32 MeV,B.R. = 89.3% (2.9)

40K→ 40Ar + γ EC Eγ = 1.46 MeV,B.R. = 10.7% (2.10)

It is present into the scintillator either through micron dust particulates or as a PPO contamination,
at the level of parts per million. Currently, 40K concentration in the detector is below the maximum
concentration allowed (10−14 g/g).

85Kr

The isotope 85Kr (mainly β− decay, Q = 687 keV, τ = 15.4 y) is present in the air mostly because
of human-caused nuclear explosions in atmosphere, at the average concentration of about 1 Bq/m3.
Its energy spectrum lies in the same region of 7Be-ν, showing a smooth featureless profile. Since
even extremely small air exposures during the detector-filling operations would yield a significant
contamination, avoiding air exposure of fluids is extremely important in order to limit the 85Kr
background level.

With very low probability (B.R. = 0.43%) 85Kr can also decay into the metastable 85mRb. This
state generates a coincidence of the prompt electron (Q = 173 keV) and the following de-excitation
to its fundamental state through a 514 keV γ, with a mean time of τ ≈ 2µs. This chain provides
a method to get an estimation of the 85Kr abundance present in the scintillator, which during
the Phase-I (2007-2010) was found to be 30.4 ± 5.3 (stat.) ± 1.5 (syst.) cpd/100ton. After the
purifications, i.e. from the Phase-II data taking stage, there is no evidence of 85Kr contamination
by using the coincidence method; an upper limit for 85Kr interaction rate 4.9 cpd/100t at 95% C.L.
is set. Analyzing the Phase-III-TMP dataset (July 2016 - June 2019), the analysis returns instead
an higher upper limit for 85Kr rate of 10.9 cpd/100t at 95% C.L.
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39Ar

The isotope 39Ar (β− decay, Q = 565 keV, τ = 269 y) is a cosmogenic pure β− emitter and its
energy endpoint is close to the 7Be-ν shoulder. Therefore, great care was taken in ensuring that
argon levels in the specially prepared nitrogen used for the stripping of the scintillator was as low
as possible. These operations translate in an expected 39Ar upper limit for the interaction rate of
0.02 cpd/100t at 95% C.L., which is therefore negligible and not considered in all the solar neutrino
analysis.

2.3.2 External background

The main source of external background is the radioactivity of the materials that surround the
scintillator: the PMTs and the light cones cause the major contaminations, due to the 208Tl, 214Bi

and 40K isotopes, which are βγ decaying. Only the emitted γ have a sufficiently high mean free
path to reach the inner part of the scintillator; the typical energy region is found in the 1− 3 MeV

range. The determination of the external background rate is crucial for the solar neutrino analysis,
and its reduction is the main motivation for the definition of a Fiducial Volume (see Sec. 4.1.2).

2.3.3 Cosmogenic background

Muon and muon-induced background

Even if the underground location of the Gran Sasso laboratory strongly suppresses the muon flux
thanks to the rock shielding, not all the high energy muons are stopped. The overall muon flux
is reduced, with respect of the sea level, by a factor of 106. About 4500 µ/day (equivalently,
1.2µm−2h−1) enter into the the inner part of the detector, and have to be efficiently identified
along with their induced background. Along their trajectory through the detector, indeed, crossing
muons can generate unstable nuclei by direct interactions (e.g. spallation processes) or through the
generation of hadronic showers. The most important cosmogenic isotopes affecting the Borexino
analysis are listed in Tab. 2.2, together with their main characteristics.

Besides the external muon veto, several software criteria are applied to tag and remove muons,
most of which are based on pulse shape techniques. The overall muon veto identification efficiency
is found to be 99.992%. Details about the muon tagging can be found at Ref. [142]. The data
taking for the whole detector is vetoed for 300 ms after a muon is tagged. This allows to suppress
drastically the interaction rates of the many short-lived cosmogenic isotopes, i.e. the ones with
τ < 300 ms, as shown in the last column of Fig. 2.2. The only three not negligible isotopes for what
concerns the low energy solar neutrino analysis are 11C, 10C and 6He.

Muon events are classified into three different scenarios, according to the detector regions they
cross:

• Muons crossing the IV (IVµ) deposit hundreds of MeV of ionization energy into the
scintillator and therefore release a huge amount of scintillation light.

• Muons crossing the buffer liquid without entering the IV (Bµ) represent the most
concerning case for the solar neutrino analysis. The generated light, partly due to Čerenkov
process and partly to buffer scintillation, is low enough to mimic a solar neutrino signal.
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Isotope Mean life
Energy

Decay mode
Residual rate after

[MeV] 300 ms µ veto [cpd/100t]

n 255µs 2.23 capture γ on 1H < 0.005
12N 15.9 ms 17.30 β+ < 5 · 10−5

13B 25.0 ms 13.40 β−γ < 5 · 10−5

12B 29.1 ms 13.40 β− (7.1± 0.2) · 10−5

8He 171.7 ms 10.70 β−γ n 0.004± 0.002
9C 182.5 ms 16.50 β+ 0.020± 0.006
9Li 257.2 ms 13.60 β−γ n 0.022± 0.002
8B 1.11 s 18.00 β+α 0.21± 0.05

6He 1.16 s 3.51 β− 0.31± 0.04
8Li 1.21 s 16.00 β−α 0.31± 0.05

11Be 19.9 s 11.50 β− 0.034± 0.006
10C 27.8 s 36.50 β+γ 0.54± 0.04
11C 29.4 min 0.96 β+ ∼ 28
7Be 76.9 d 0.48 EC γ 0.36± 0.05

Table 2.2: Cosmogenic isotopes in Borexino: for each isotope (first column) we report its
mean life τ (second column), its energy (third column) and its decay mode (fourth column). In
case of β decays, the Q value is reported in the third column. The last column shows the expected
residual rate after the 300 ms time veto applied after a muon passing through ID is identified [65];
the isotopes returning a non negligible contribution to the Borexino low energy spectrum are
highlighted (11C, 10C, 6He.
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Figure 2.6: Scheme of the threemuon crossing scenarios in the Borexino detector: crossing
the IV (IVµ), crossing the buffer liquid without entering the IV (Bµ), crossing the OD only (ODµ’s).

• Muons crossing the OD only (ODµ) are tagged by means of a special trigger identification
flag, indicating that no light is present in the ID.

In the neutrino analysis, the most concerning muon-induced background is by far the 11C cosmogenic
isotope, whose long lifetime is τ11C = 29.4 min. It is generated by the interaction of a cosmic muon
with a 12C atom:

µ+ 12C→ 11C + n (2.11)

11C→ 11B + e+ + νe (2.12)

The total energy released in the detector is found between 1020 keV and 1980 keV, made by the
sum of the β+ decay (0 ≤ E ≤ 960 keV = Q) and of the 1020 keV from γs coming from the e+e−

annihilation. The associated energy spectrum lies in the energy region of interest for the detection
of electron recoils from pep and CNO neutrinos. Its long mean decay time makes the short 300 ms

veto useless for its reduction.

As for the other cosmogenic isotopes, 11C is continuously produced by the cosmic muons, therefore
purifications cannot help to reduce it in the scintillator. Only a dedicated 11C tagging method
(TFC), based on its spatial and time coincidence with muons and captured neutrons, allows to limit
this background significantly. The TFC algorithm has been developed by the Borexino collaboration
in order to identify the 11C background, and will be reviewed in Sec. 4.1.3.
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Figure 2.7: Block diagram of the Borexino electronics layout.

Neutron background

High-energy neutrons generated by muons in the interactions with the surrounding rock or with
the detector material are detected by a combined identification of the outer and inner detector.
The 300 ms veto from the muon passage allows to strongly suppress the neutron contribution at
the < 5 · 10−3 cpd/100t level (see Tab. 2.2).

The rock walls at LNGS generate a neutron flux of about (1.08 ± 0.02) · 10−6 cm−2 s−1 for the
thermal component and (1.98±0.05) ·10−6 cm−2 s−1 for the epithermal one5. The thermal neutrons
are mainly produced from fission and (α, n) reactions and the typical energy is about 0.025 eV. A
strong reduction of flux inside the detector, of a factor ∼ 10−8, is provided by the water shielding;
in case of fast neutrons, they are firstly moderated and then, when the associated cross sections
increases, captured.

2.4 Data acquisition

The Inner Detector (ID), that is the Borexino scintillator surrounded by the 2212 PMTs [61] and
the Outer Detector (OD), that is the water Čerenkov muon veto [142], have two independent
data acquisition systems. As discussed in Sec. 2.1, the OD plays an important role for the muon
and external background rejections: it fires when at least six OD PMTs detect light within a time
window of 150 ns.

The ID is composed of the 2212 PMT installed on the Stainless Steel Sphere, pointed inward: it
collects information from the events taking place within the IV volume. In particular, it detects the
interaction time and the charge of the events, which are fundamental for the events position and
energy reconstructions respectively. In this section we focus on the ID only, which plays the major

5Neutrons with energy in the En = (0.5 − 1) · 103 eV range.
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role for the neutrino detection. The collected signal is processed by the electronics chains of the
Borexino data acquisition systems. The Borexino electronic signal processing scheme, designed to
achieve the required timing properties, is shown in Fig. 2.7. The ID electronics provides amplitude
and time-to-digital conversion for each front-end channel, and is organized in 14 identical racks, each
of them handling 160 PMTs. The racks provide the high voltage, process the signal through the
front-end boards and record the related information with backplane boards acting as an interface
to the trigger system (Laben boards).

The pulse signal due to a single photoelectron at the front-end input shows an amplitude of about
12− 15 mV and a total width of 15 ns. The number of photoelectrons collected by the Borexino
detector is approximately 500 per each MeV of released energy. PMTs operate mainly in a single
photoelectron regime; the multiple hit probability for a 1 MeV event in the detector center is ≈ 10%.
This probability significantly increases getting closer to the IV and for higher energy events, due to
geometric acceptance effects.

The signal from PMTs is AC coupled to the front-end board that performs noise filtering, pre-
amplification, shaping and integration of the input signal: it guarantees both a linear response
used for time measurement and a voltage signal proportional to the total charge. Each front-end
board performs also an analog sum of twelve linear output signals; moreover, a flash ADC system
extends the dynamic range of the system to 3 MeV. When data reach the front-end board, they are
temporarily stored in an internal memory. If a trigger signal arrives before 6µs, data are kept and
copied to a specifically designed VME readable card, which provides the analog to digital conversion
of the charge signal. On the contrary, they are lost when the internal memory is overwritten.

The main requirement for the Borexino triggering system is to be able to identify, quickly and
efficiently, the scintillation events over the spurious dark noise [61]. To activate the ID trigger,
the emitted scintillation photons have to fire at least 25 PMTs hits within a 99 ns time window
(trigger threshold in the Trigger Time Window). Indeed, the TTW must be set to be larger than
the maximum arrival time spread of photons at the PMTs, which is at most about 50 ns 6 [61].
The hits threshold set corresponds to approximately 50 keV of released energy. The trigger rate, of
about 30 Hz is mainly driven by the 14C contamination, which gives by far the largest contribution.
The time and charge information collected by the main acquisition system for each fired PMT
defines the hits, which are acquired within a 16.5µs gate.

The data taking is organized in runs of about six hours each. Runs with more than twenty thousands
events must be validated by the shifter, who is the responsible supervisor of the data taking for the
specific run. The validation procedure allows to guarantee the good quality of the just acquired
data: the shifter has to check information about the number of events detected, the stability plots,
the ID/OD behaviour and the laser and pulser triggers. Once the run is validated, a raw data file
is produced and uploaded on the Borexino INFN-CNAF storage area.

2.4.1 Data offline reconstruction

The offline data processing is carried out by Echidna, a ROOT based C++ software code developed
by the Borexino collaboration. Based on the charge and the arrival times of the detected PMT
hits, Echidna reconstructs the basic physics observables of an event, such as the energy and the
position of the interaction vertex. The Echidna output is saved in a ROOT file, which includes

6From the hardware side, the trigger board system allows the TTW to be set from a minimum of 48 ns up to a
maximum value of 99 ns
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Figure 2.8: Borexino clustering. The time distribution of the PMT hits in a single cluster
event is shown in left panel. The time distribution of the PMT hits for a two-cluster event is shown
in right panel: the clusters are partially overlapped, but are disentangled by the clustering algorithm.
In this case, their time distance is about 25 ns. Clusters as close as 15 ns can be efficiently identified
[61].

the raw and reconstructed information in a customized ROOT Tree (named BxTree). The data
analyses presented in this thesis are completely based on the Echidna framework. All the runs of
each week are also organized in pre-filtered structures (DSTs), where a basic selection is performed
and service triggers are removed. In the following, the main features and performance of the data
offline reconstruction will be described.

Clustering

The clustering is the offline software procedure applied to identify the cluster, i.e. a group of photons
belonging to the same scintillator event [61]. The clustering conditions are shortly summarized.
In order to identify a cluster, once the decoded hit time distribution has been binned in a 16 bins

distribution, two conditions need to be satisfied. At least one time bin has to overcome the average
dark noise at a 3σ level, and at least 20 decoded hits (∼ 50 keV) have to be located in the first
48 ns. Clusters usually last between 100 ns and 1µs.

The largest fraction of events in Borexino show one cluster. A 0-cluster event occurs if the trigger
fires but no clusters are identified: this means that no physical events have taken place. In case more
than one cluster is recognized in the trigger time window, we define a multi-cluster event. Pile-up
events are the result of two uncorrelated events that fall in the same trigger acquisition window and
are too close in time (< 100 ns) that cannot be disentangled, and are therefore detected as a single
event. The associated energy is approximately the sum of the energies of the two overlapping events.
This category of events is generated mainly by two 14C events overlapping, by a combination of
14C and 210Po events or by a combination of 14C and external background events. More details
about the pile-up events are illustrated in Sec. 4.2.1 and Sec. 4.2.2.

Time and charge equalization

All the PMTs response must be aligned in time and charge on a regular time basis [61]. The
Borexino equalization system is based on an external 394 nm laser source, whose emitted light is
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carried simultaneously to each PMT by a dedicated system of multiplexed optical fibers.

The PMT time alignment is performed via software at least once a week. The achieved accuracy of
the time equalization is 0.5 ns, below the PMTs time jitter (≈ 1 ns).The computed time calibration
constants are written in the Borexino database and are used during the data processing to correct
the response of each phototube on a channel-by-channel basis. [61].

The charge calibration is performed through the illumination of all the channels at the single
photoelectron level by the 384 nm laser; the PMTs parameter for the single electron response are
then measured and aligned. The gain has been demonstrated to be uniform within a gaussian
uncertainty lower than 1 ADC count. Moreover the PMT illumination level is adjustable, to check
the linearity of the charge response.

Energy reconstruction

The energy scale of the scintillation events must be known with high precision: indeed, the neutrino
and background rates can be disentangled only by means of a spectral fit to the recoiled e− energy.
Also, the large dimensions of the detector require a careful mapping of its energy response in
different positions within the scintillating volume.

Several variables are defined to estimate the energy of the events. Two basic information can be
used to construct the energy estimators: the number of hits for each PMT, and the related charge
collected by the PMTs [61]. Within a trigger window, the following estimators are constructed. Np
is the number of PMTs that have detected at least one hit (multiple hits are not included), while
Nh is the total number of detected hits. Another possible way of estimating the energy of an event
is by summing up the charge information of all PMT signals. This third energy variable, Npe, is
named charge. The main advantage of charge is its linearity at higher energy, being less affected by
saturation effects with respect to npmts, in spite of a larger dark noise as a drawback.

As discussed previously, the number of active PMTs decreases in time. One way to account for this
variation is to normalize the energy estimators on an event-by-event basis, to a fixed number of
2000 PMTs working channels:

Nn = fnN fn =
2000

NlivePMTs
(2.13)

where N is a generic energy estimator, and NlivePMTs(t) is the number of working channels for each
detected event. Thus, three normalized energy variables are defined: Nn

p , Nn
h , N

n
pe. To get a feeling

of the energy conversion scale, an energy deposit of 1 MeV in the detector center corresponds to
about Nn

pe ≈ 500 p e and Nn
h ≈ Nn

p ≈ 350. These variables allow to compare and align energy
spectra from different years.

On the other side, in Borexino non-homogeneities in the light collection are present, because of the
non-isotropic coverage of working PMTs on the Stainless Steel Sphere. This effect can alter the
detected energy scale in the regions far from the detector center, but can be attenuated defining
a set of geometrically normalized estimators. These variables take into account the geometrical
weight of each PMTs, quantified by the relative position between the PMT and the event:

Ngn = fgn(t)N fgn(t) =
2000∑
i sin2 θi

θi =
πR2

p,i · ~xp,i · (~xp,i − ~x)

d2|~xp,i| |~xp,i − ~x|
(2.14)
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Figure 2.9: The quenching factor Qβ(E) calculated from Birks formula Eq. (2.16) with the
Borexino quenching parameter for β events (kβ = 0.011 cm/MeV).

where ~xp,i and ~x refer respectively to the PMT position and the event position, Rp,i is the distance
of PMTs from the center, d = maxiRp,i, and the sum runs over the active PMTs.

A parallel class of energy variables is given by the fixed duration estimators. They are built from
the three previously described ones, but including all the available information up to dt1 = 230 ns

or dt2 = 400 ns time intervals, respectively, after the beginning of each cluster (e.g. Ndt1
p , Ndt2

p ,
Ndt1 - n
p , Ndt2 - n

p and so on). A fixed cluster estimator allows to study more accurately the pile-up
event and to lower the dark noise rate, in spite of a loss of linearity for higher energies. In particular,
Ndt1 - n
p will be extensively used as reconstructed energy variable for the analytical multivariate fit,

as illustrated in Chapter 4 and Chapter 7.

In principle, the energy deposited by a particle interacting in the Borexino scintillator is proportional
to the number of photons collected by the PMTs, but the ionization quenching [143] introduces an
intrinsic non-linear correction between the energy deposited in the scintillator E and the emitted
light Lp:

Lp = Y0 ·Qp(E) · E (2.15)

where Qp(E) ≤ 1 is called quenching factor. The suffix p recalls that Qp(E) and Lp depend,
for a fixed energy, on the particle type (α, β, or γ). Y0, which is about ∼ 104 photons/MeV,
is the scintillation light yield in absence of quenching (i.e. Qp(E) = 1). The knowledge of the
quenching factor allows to convert the energy expressed in photons emitted to the value in MeV.
The Qp(E) trend can be parametrized by the Birks model [143], but the involved parameters have
been determined experimentally. Consequently, the detector calibrations played a fundamental
role, allowing to get the energy conversion. The quenching factor Qβ(E) for β± decay can be
parametrized according to the Birks formula as:

Qβ(E) =
1

E

E∫
0

dE

1 + kβ · dE
dx

(2.16)
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where dE
dx is the specific energy loss and kβ is the Birks quenching parameter7. The energy

dependence of Qβ(E) calculated with kβ = 0.011 cm/MeV is reported in Fig. 2.9. The non-linear
effect is more relevant as long as the energy deposit is below a few hundreds keV.

Even though α decays produce particles with energy above 4 MeV, which is well above the energy
range of interest for the determination of solar neutrino interaction rates, the high quenching effects
drastically lower the reconstructed energy. Indeed, the high density of ionization produced by
these particles leads to a number of scintillation photons reduced by a factor of the order of ten
with respect to an e− with the same energy. The major α background contaminant in Borexino is
the 210Po isotope: its mono-energetic 5.3 MeV decay corresponds to a ≈ 500 keV e− recoil energy,
populating the 7Be-ν spectrum region.

Position reconstruction

The reconstruction of the events position in Borexino is based on the time distribution of the
collected photons. It is performed by a time-of-flight algorithm [65] present in Echidna, the offline
reconstruction code. An accurate position reconstruction performance plays a crucial role in the
possibility to perform a fiducial volume (FV) software cut, that is a subregion of the scintillator
where external background is minimized.

The position reconstruction algorithm is illustrated hereafter. We define as ti the photon hit time
on the i-th PMT fired, located at ~ri = (xi, yi, zi), and we assume that the scintillation occurred at
an unknown position ~r0 = (x0, y0, z0) and time t′i in the active volume. The time of emission of
each photon, the event time, is named t0 and has to be determined. T flight

i is defined as the photon
time of flight from the origin ~r0 of the photon to the position ~ri of the i-th PMT. The goal of the
position reconstruction is the determination of the (~r0, t0) couple. For the generic i-th photon, the
time of flight T flight

i can be computed as:

T flight
i (~r0, ~ri) =

|~ri − ~r0|
vg

vg =
c

neff
(2.17)

where vg is the group velocity of the photon wave packet emitted in the scintillation event. neff is
the effective refraction index, defined as the mean of the group refraction index ngroup(λ) weighted
on the energy distribution of photons produced by scintillation8:

ngroup(λ) = n(λ)− λ · dn(λ)

dλ
(2.18)

neff =

∫ +∞
−∞ EPPO(λ) · ngroup(λ) dλ∫ +∞

−∞ EPPO(λ) dλ
(2.19)

where EPPO(λ) is the emitted photon distribution for a scintillation event (see Fig. 2.2). In the
wavelength range of photons in Borexino, between approximately 350 nm and 600 nm, dn/dλ ≈
∆n/∆λ ≈ 3%: nevertheless the small value, the ∆n/∆λ term relevantly impacts on the effective
velocity of the propagating scintillation wave packet. This has to be taken into account in the

7The kβ parameter depends on the considered scintillator.
8It is used to define an effective velocity of the photons, [61] taking into account that they travel as a wave packet

and the scattering and reflections along their path.
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Figure 2.10: Position reconstruction algorithm: time distributions at which the first event
fires a Borexino PMT, after time-of-flight subtraction. By comparing the events probability density
functions, where either a single pe or multiple pe are detected, the time-of-arrival of the first pe is
pushed to earlier time in the latter cases.

reconstruction algorithm: the value currently used for the data reconstruction, i.e. ndata
eff = 1.68, is

significantly larger than the pseudocumene refraction index measured one at 600 nm (nPC = 1.50).
Calibration data with radioactive sources have been crucial in determining the exact value of neff

needed for a correct reconstruction of the event positions.

The reconstruction algorithm considers, for each photon, the emitted photon time distribution
and it compares it with the reference probability density function of the profile of scintillation
light, named p(t). It maximizes the likelihood L(~r0, t0 |~ri, ti) with respect to t0 and r0, given the
measured hit space-time set (~ri, ti):

Lpos(~r,~t) = L (~r0, t0|~ri, ti) =

NlivePMTs∏
i=1

p(t′i) =

NlivePMTs∏
i=1

p

(
ti −

|~ri − ~r0|
vg

− t0
)

(2.20)

where nPMT is the number of PMTs fired in the event. In case multiple photons hit a PMT, only the
first one pe produced is recorded. This introduces an energy bias in the algorithm, as a channel’s
hit time probability distribution from a specific interaction position depends on the output number
of pe. The larger the number of pe, the earlier, on average, the time of the hit: if not corrected
for, this effect would cause an outward reconstruction of events far from the center of the detector.
To account for this effect, the reconstruction algorithm has been corrected introducing different
scintillator response functions p(t) according to the number of hitting photoelectrons: Fig. 2.10
shows the time distributions adopted in the computation of the likelihood.

α/β and e+/e− discriminations

The testing and tuning of α/β or e+/e− discrimination techniques are fundamental for the back-
ground rejection, and are based on the position reconstruction algorithm output.

The discrimination between α and β particle relies on the intrinsic time response of the PC+PPO
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mixture (pulse shape discrimination). The emission times of produced light S(t) depend on details
of the charged particle energy loss: they can be phenomenologically described with a sum of four
exponential functions with different time constants τi,

S(t) =

4∑
i=1

wi
τi

e−t/τi (2.21)

Figure 2.11: α/β identification. Examples of α and β events scintillation time profiles: 214Po
for α events, in red line, and 214Bi for β events, in black line.

where wi is the fraction of the total light emitted associated to each exponential function. Both the
τi and wi values are different for α and β particles, resulting in S(t) profiles with different features,
which are used to identify or discriminate which particle is associated to the scintillation event. As
for example, the quickest exponential accounts the most of the emitted light but with different
weights: 90% for β events and 65% for α ones. Therefore, the time distribution of light generated
by α particles shows a more relevant tail than the one the β event (see Fig. 2.11). This feature
allows to construct specific estimators of the fraction of detected hits for the tails. In this way, α
background (i.e. 210Po ) can be isolated or statistically subtracted.

Several variables based on the time profile shape have been computed and tested for the α
background rejection. The α-β discrimination variable (MLP) commonly used in Borexino is based
on the neural network training, whose optimization is performed through a Multi Layer Perceptron
algorithm. The estimator training is fulfilled through two 214Bi − 214Po coincidences reference
samples (Fig. 2.12), returning a single number output for each event.

The different processes involved in the energy deposition for β+ and β− decays can be exploited
to disentangle these two classes of events. In approximately 53% of cases, the emitted positrons
form an orthopositronium state which has a non negligible lifetime of ≈ 3.1 ns. Moreover, the three
511 keV γ emitted as a consequence of the e+e− annihilation deposite their energy in different
spots, such that the event cannot be considered pointlike. As a consequence, the time profile of
photons emitted in e+ events is different with respect to the one of e− ones. The para-positronium
time decay (≈ 0.12 ns) is instead completely negligible with respect to the scintillation time scale.
Moreover, the e+ energy deposition is not pointlike, as for β− events, but slightly disperse because
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Figure 2.12: α/β identification. Distribution of MLP variable for α(red) and β (blue) events
obtained by tagging a 214Bi - 214Po time coincidences sample [144].

of the 511 keV back-to-back γ annihilation.

These features result globally in a worsening of position reconstruction performance: the energy
deposit of e+ exhibits a larger time and spatial spread than the corresponding one generated by
e−. A pulse-shape discrimination parameter is built, named PS-LPR = max~r,~t Lpos(~r,~t), i.e. the
maximized value of the likelihood function employed in the position reconstruction (Eq. 2.20). This
identification is crucial to isolate the cosmogenic 11C, the most abundant e+ event producer in
Borexino and at the same time, an extremely delicate background for the measurement of pep-ν
and CNO-ν (see Sec. 2.3.1). An example of the PS-LPR parameter distributions for e+ and e−

samples is shown in Fig. 2.13.
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Figure 2.13: e+/e− identification. Comparison of the distributions of the PS-LPR variable for
MC generated e+ events (green, continuous line) and for e− events selected from the data (black,
dashed line). The latter category of events is a high-purity 11C sample, obtained with the optimized
TFC method (see Sec. 4.1.3), using very strict selections on the energy and on the time correlation
with the neutron and muon tracks.
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2.5 Borexino Phase-II Results

Thanks to its unique design and radiopurity levels, the Borexino detector achieved unprecedented
results about solar neutrino physics during its ten year long data-taking. During the Phase-I (May
2007 - May 2010), Borexino detected for the first time the flux of the 7Be-ν [62], which was the
primary scientific goal of the experiment. Then, it ruled out any significant day-night asymmetry
of 7Be-ν interaction rate [64], and achieved the first direct observation of the pep-ν [138] and pp-ν
[137]. The tightest upper limit so far on the CNO-ν flux has been also set [65]. Going to the higher
energy range, Borexino have measured for the first time the 8B-ν with an energy threshold 3 MeV.
All the associated neutrino fluxes are found in agreement with the SSM+MSW predictions.

The Phase-II data taking (December 2011 - May 2016), which followed a purification campaign,
allowed to perform the complete spectroscopy of solar neutrinos from the pp-chain, as described in
Ref.[39]. The analysis has been splitted into two separate energy region characterized by different
backgrounds: a low-energy region (LER) 0.19− 2.93 MeV, to measure the pp-ν, 7Be-ν and pep-ν
interaction rates, and a high-energy region (HER) 3.2− 16 MeV, dedicated to the 8B neutrinos.

The most relevant results concerning the low energy analysis, which led to the simultaneous
measurement of the interaction rates of pp-ν, 7Be-ν, pep-ν with a global fit in an extended energy
range (0.19 − 2.93) MeV are extensively reviewed in Sec. 2.5.1 [39, 63]. All the pp-chain flux
precisions have been improved with respect to the Phase-I analysis, reaching 2.7% for 7Be-ν, 9.5%
for pp-ν. The pep-ν discovery is claimed, rejecting at > 5σ significance the hypothesis of absence
of the pep reaction in the Sun.

Only an upper limit for the CNO-ν rate has been set by means of this analysis, reinforcing the
one obtained from the Borexino Phase-I data. For what concerns the higher energy region, the
8B-ν flux determination doubles the precision with respect to the previous Borexino result (≈ 8%)
and is found in agreement with the high-precision measurement performed by SuperKamiokande
Φ(8B - ν) = 2.345± 0.014 (stat)± 0.036 (syst) · 106 cm−2 s−1 [52].

As will be illustrated in Sec. 2.5.3, these measurements can be used either to test the MSW-LMA
paradigm assuming SSM flux predictions or, in a complementary way, to probe our understanding
of solar physics assuming the validity of the neutrino oscillation mechanism. When the flavor
oscillation paradigm is assumed, the solar fusion hypotesis can be probed quantifying the relative
intensity of the two primary terminations of the pp-chain, while the solar metallicity LZ-SSM or
HZ-SSM scenarios can be tested analyzing the Φ(7Be - ν) and Φ(8B - ν) fluxes. Comparing the
solar luminosity from neutrino fluxes with the very well-known value extracted by photon solar
spectrum, it is also possible to prove the thermodynamic equilibrium over a 105 years timescale.
On the other side, assuming the SSM flux predictions, the flavor oscillation physics in the solar
matter is investigated. The vacuum-LMA hypotesis is disfavoured at 98.2% C.L., and results are in
excellent agreement with the expectations from the MSW-LMA paradigm. Borexino is thus the
first detector able to investigate the oscillation framework in the full solar neutrino energy range.
More details on this analysis will be given in the next paragraphs, highlighting in particular those
aspects in common to the CNO-ν analysis, which is the main subject of this thesis.
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Species settings - Multivariate fit for pp-chain configuration

Component Status Energy spectra Event type

pp-ν Free (Linked to pp/pep ratio) All β−

pep-ν Free (Linked to pp/pep ratio) All β−

7Be-ν Free All β−

CNO-ν Fixed to HZ-SSM / Free All β−

8B-ν Fixed to HER value All β−

14C Penalty All β−

Pile-up Penalty All β−

85Kr Free All β−

210Bi Free All β−

210Po Free All, with separate rates α
11C Free All, with separate rates β+

10C Free TFC-tagged only β+

6He Free TFC-tagged only β−

214Bi Free All γ
206Tl Free All γ
40K Free All γ

Other fit settings - MC fit

Fiducial volume r < 2.8 m, −1.8 m < z < 2.2 m

Fiducial mass 71.3 t
Exposure 905.5 days× 100 t

Variables Nn
h , r

3, PS-LPR

Ranges
Nh 85 ≤ Nn

h ≤ 900

r3 290 ≤ Nn
h ≤ 937

PS-LPR 409 ≤ Nn
h ≤ 645

Table 2.3: Phase-II LER multivariate fit: neutrino and background species. List of the
species involved in the multivariate fit (top table) and other fit configurations (bottom table, Monte
Carlo fit example). The CNO-ν is fixed according to HZ-SSM or LZ-SSM predictions; only in
the case of determination of its upper limit it is left free and the pp-ν and pep-ν rates are linked
through the pp/pep flux ratio. A similar procedure is applied for the pep-ν rate. The separate
rates notation marks that the species rate is considered as two different parameters for the two
TFC-tagged and TFC-subtracted energy spectra (210Po and 11C).
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2.5.1 Simultaneous determination of low energy neutrinos interaction
rates

The simultaneous determination of the pp-ν, pep-ν and 7Be-ν interaction rates has been performed
for the first time analyzing the Borexino Phase-II dataset, for a total livetime of 1291.5 days. Data
spans the time period between 11 December 2011 and 17 July 2016, corresponding to an exposure
of 905.5 days × 100 t, which amounts to approximately 1.6 times the Borexino Phase-I one. The
Phase-II data benefits from the reduction of the contaminants of many background isotopes thanks
to the extensive purification campaign carried out in 2010-2011, leading to the following background
levels: 238U < 9.4 · 10−20 g/g (95% C.L.), 232Th < 5.7 · 10−19 g/g (95% C.L.), 85Kr and 210Bi

reduced by factors ≈ 4.6 and ≈ 2.3 respectively.

In order to determine the solar neutrino rates, the main issue is given by the discrimination of the
neutrino signal from the background. The main flow of the solar neutrino analysis in Borexino
is shortly summarized hereafter, while it is extensively described in the context of the search for
CNO-ν in Chapter 4. We remind that neutrino-induced events in liquid scintillator are intrinsically
indistinguishable on an event-by-event basis from the most of backgrounds due to β or γ decays.
The standard cuts are a set of selection conditions for background reduction, optimized for the
solar neutrino low energy analysis. These are applied as the first step for the analysis, aiming
to remove the taggable backgrounds: muons and muon-induced events, noise events, radioactive
decays from delayed coincidences. The analysis is restricted to a software-defined central portion of
the scintillator, named Fiducial Volume (FV), in which the signal over noise ratio is maximized.
The suppression of external background as much as possible is crucial, since its rate is exponentially
increasing going from the center towards the Inner Vessel. Events are selected in the FV defined by
the conditions r < 2.8 m, −1.8 m < z < 2.2 m. After these two selection steps, the cosmogenic 11C

events still represent the major background in the 1.1 MeV . E . 1.8 MeV region (see Sec. 2.3.3).
The main technique for the 11C tagging is named Three-Fold coincidence (TFC, see Sec. 4.1.3),
and exploits the peculiar time and spatial features of its decay products: the 11C positron decay,
the parent muon, and the signal from capture of the free neutron. Another tagging technique to
identify the 11C background is given by the e+/e− pulse shape discrimination variable, as described
in Sec. 2.4.1. The standard cuts are also the basis of my analysis to extract the CNO-ν signal; more
details on them will be given in Chapter 4.

Even after applying the standard cuts, several backgrounds are still present and it is necessary to
apply a multivariate fit to extract the rates of signal and background from the data. The expected
distributions of the physical quantities of interest (energy estimators, radial position of events,
e+/e− discriminator variable) are built according to analytical models or Monte Carlo simulations,
and then are fitted against selected data. This such dual approach enhances the robustness of
the analysis results, allowing also to evaluate the systematic uncertainty associated to the fitting
method. The multivariate fit will be used in this thesis analysis to extract the CNO-ν signal and
will be described in more detail in Chapter 4.

The multivariate fit is performed within a (0.19 − 2.93) MeV energy window, the so-called LER
(Low Energy Region). Most of the neutrino signals and backgrounds rates are left free to vary in
the fits, with some noticeable exceptions (see Tab. 2.3). The 8B-ν spectrum covers only marginally
the LER, therefore the related interaction rate does not significantly impact on the analysis, and
it is fixed to the independent HER result R(8B - ν) = 0.46 cpd/100t (see Sec. 2.5.2). The proper
determination of the 14C event rate is crucial for the multivariate fit success, since it dominates the
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Solar ν
Rν (Borexino Phase-II) Rν (GS98) - HZ Rν (AGS09) - LZ

[cpd/100ton] [cpd/100ton] [cpd/100ton]

pp 134± 10+6
−10 131.1± 1.4 132.2± 1.4

7Be 48.3± 1.1+0.4
−0.7 47.9± 2.8 43.7± 2.5

pep (HZ) 2.43± 0.36+0.15
−0.22 2.74± 0.04 2.78± 0.04

pep (LZ) 2.65± 0.36+0.15
−0.24 2.74± 0.04 2.78± 0.04

CNO < 8.1 (95% C.L.) 4.92± 0.78 3.52± 0.52

Table 2.4: Phase-II multivariate fit results: best estimates for neutrino interaction
rates. First column reports the pp-ν, 7Be-ν, pep-ν and CNO-ν solar neutrinos interaction rate,
averaged on the multivariate analytical and Monte Carlo fits. The first error is the statistical
uncertainty derived by profiling the likelihood under Wilks approximation, while the second error
is the systematic uncertainty. R(pep - ν) depends on the choice of solar metallicity scenario (LZ
or HZ) to which the CNO-ν rate is set. The second and the third columns reports the expected
interaction rate in Borexino according to the LZ-SSM and HZ-SSM scenarios and assuming the
validity of MSW flavor oscillations.

lower part of the energy spectrum: possible bias for its rate may crucially affect other components
(85Kr, pp-ν, 210Po ). The 14C rate can be measured with good precision by an indipendent analysis
based on double cluster events [137]. The rate obtained from this analysis is 40± 1 Bq/100t and is
used as a pull-term constraint in the multivariate fit.

For what concerns pep-ν, the tight correlation of its spectral shape with the one of CNO-ν prevent
the multivariate fit to disentangle the two rates (see Fig. 2.16). Therefore, to extract pep-ν rate it
is necessary to constrain the one of CNO-ν in the fit, in particular to the SSM predictions assuming
the validity of MSW flavor oscillations. This topic will be addressed more in detail in Chapter 3,
in the context of CNO-ν determination. The results of the fit for pep-ν rate when the CNO-ν
rate is fixed according to the HZ-SSM or to the LZ-SSM scenarios differ by 0.22 cpd/100t and are
therefore quoted separately in Table 2.4.

The interaction rates of solar neutrinos and the background species, obtained by averaging the
results of the analytical and Monte Carlo approaches of Phase-II analysis, are reported in Tab. 2.4
and Tab. 2.5 respectively.

The four distributions fitted in Phase-II Monte Carlo multivariate fit are shown in Fig. 2.14 (TFC
tagged and TFC subtracted energy spectra) and in Fig. 2.15 (PS− LPR and radial histograms).
Neutrino rates are consistent with respect to the Borexino Phase-I results, showing improved
precisions. In particular, R(7Be - ν) is measured with an unprecedented precision of 2.7%.

Thanks to the improved R(pep - ν) precision, the hypotesis of absence of pep-ν is ruled out at more
than 5σ C.L. The marginalized ∆χ2/NDF profile for the pep-ν is shown in top plot of Fig. 2.17.
An upper limit on the CNO-ν flux is obtained fixing the pp/pep ν rate to the predictions of
the SSM: R(CNO - ν) < 8.1 cpd/100t at 95% C.L. This limit is compatible with the one set by
Borexino Phase-I data (RBx - Phase - I(CNO - ν) < 7.9 cpd/100t at 95% C.L.), but relying on weaker
assumptions on the pep-ν rate 9. The marginalized ∆χ2/NDF profile for the CNO-ν interaction
rates is shown in bottom plot of Fig. 2.17.

9The Borexino Phase-I analysis assumed the pep-ν to be fixed to the SSM predictions.
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Background
Rate (Borexino Phase-II)

[cpd/100ton]

14C [Bq/100t] 40.0± 2.0
85Kr 6.8± 1.8
210Bi 17.5± 1.9
11C 26.8± 2.0

210Po 260.0± 3.0

Ext. 40K 1.0± 0.6

Ext. 214Bi 1.9± 0.3

Ext. 208Tl 3.3± 0.1

Table 2.5: Phase-II multivariate fit results: best estimates for background interaction
rates (14C, 85Kr, 210Bi , 11C, 210Po and external backgrounds) averaged on the analytical and
Monte Carlo multivariate fits. The uncertainties are reported adding in quadrature the statistical
and the systematic ones.

2.5.2 Measurement of 8B-ν interaction rate

The determination of the 8B-ν flux, whose spectrum extends up to ≈ 15 MeV, requires a separate
High Energy Region (HER) analysis, and a different fitting strategy with respect to the one
performed in the low energy region. The most recent results [39, 145] are based on the combined
Phase-I and Phase-II dataset analysis, spanning from January 2008 to December 2016, totalling a
1.5 kt · y exposure. This amounts to ∼ 11.5 times the statistics used in the previous analysis [136].

The reason for a separate analysis is due to the different backgrounds affecting the higher energy
region of Borexino spectrum. The selected HER is subdivided into two independent regions, named
HER-I (3.2 MeV < E < 5.7 MeV) and HER-II (5.7 MeV < E < 16 MeV). The standard data
selection cuts described in Sec. 4.1 allow to discard most of the background events for both the
HERs.

In Borexino, the energy deposited by natural radioactivity never exceeds Q(208Tl) = 5 MeV: in fact
the α-decaying isotopes, as the 210Po , suffer from the scintillation quenching which shifts the event
energy by a factor 10-12, moving them to the LER region. The other background events surviving
the selections for both HERs are mainly the cosmogenic 11Be isotope, which is subtracted through
a separate selection technique, and γ from neutron capture reactions.

Afterwards, a radial fit is performed to disentangle signal from background, separately for events
belonging to the HER-I and HER-II energy regions. As mentioned previously, the HER-II is the
less populated region, for what concerns both signal and background, and the radial model is based
on two components only: the 8B-ν profile, which is uniformly distributed in the scintillator volume,
and the external neutron capture components, which is exponentially decreasing approaching going
from the IV to the center. The HER-I model instead includes three additional radial components
due to the presence of the 208Tl background (bulk, dissolved in the scintillator; surface, intrinsic to
the nylon vessel; emanation, due to the diffusion from the IV).

The radial fits of the selected events in the HER-I and HER-II analysis are shown in Fig. 2.18 [145].
The extracted 8B solar neutrino interaction rate isR(8B - ν) = 0.220±+0.015

−1.016 (stat.) +0.006
−0.006 (stat.) cpd/100t,

improving the precision to ≈ 8%, more than a factor two with respect to the previous Borexino result
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[136]. The fundamental ingredients for this improvement are given by the lower 208Tl contamination
in the purified scintillator, the refinement of the detector background model, the accuracy of the
Monte Carlo simulations, which allowed to extend the analysis to a larger portion of scintillator.
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Figure 2.14: Phase-II multivariate fit: energy spectra. Monte Carlo fit results for the TFC-
subtracted (left) and the TFC-tagged (right) energy spectra, with residuals shown in respective
bottom panels. The sum of the individual components from the fit (black lines) is superimposed on
the data (grey points). The analysis has been performed using Nn

h as energy estimator.

Figure 2.15: Phase-II multivariate fit: β+/β− pulse-shape variable and radial his-
tograms. Radial (top) and the PS− LPR (bottom) distributions of the events (black crosses) to
be fitted in the multivariate analysis from the TFC-subtracted spectrum, in the energy intervals
Nn
h > 290 and 409 < Nn

h < 645, respectively.
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Figure 2.16: 210Bi - CNO - pep spectral shape degeneracy. The Borexino Phase-II energy
spectrum after selection cuts is superimposed to the expected profiles for some of the LER analysis
species of interest. The strong similarity between the 210Bi - CNO-ν, and pep-ν spectral shapes
can be noticed.

Figure 2.17: Borexino Phase-II results: marginalized ∆χ2/NDF profiles for the pep-ν (top plot)
and CNO-ν (bottom plot) interaction rates (bottom plot).
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Figure 2.18: Phase-II HER analysis: radial fits. Top panel: fit of the events radial dis-
tribution in HER-I window (3.2 MeV < E < 5.7 MeV). Bottom panel: fit of the events radial
distribution in the HER-II window (5.7 MeV < E < 16 MeV).
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2.5.3 Implications on solar models and on flavor oscillation scenario

The comprehensive Borexino measurements of the pp-chain ν fluxes cover simultaneously, for the
first time, all the solar neutrino energy spectrum of interest with the same dataset and analysis
procedure. These measurements can be used either to get implications on solar physics or on the
flavor oscillation framework: either to test the MSW-LMA paradigm, assuming SSM flux predictions
or, conversely, to probe our understanding of solar physics assuming the validity of the neutrino
oscillation mechanism.

Testing the Standard Solar Model

The Borexino Phase-II neutrino rates measurements can be employed to test the Standard Solar
Models predictions. The validity of the oscillation framework needs to be assumed to extract the
total flux of neutrinos: Borexino detects all the neutrino flavors, but the cross section for νµ and ντ
detection is ≈ 6 times lower with respect to the νe one. We now review the main implications of
the previously described measurements on some solar physics aspects.

Figure 2.19: Phase-II results implications on solar metallicity: Φ(7Be) − Φ(8B) plane.
Borexino contours for Φ(7Be) and Φ(8B) fluxes (green point and area), along with the theoretical
SSM-HZ and SSM-LZ predictions (red and blue ellipses, respectively). The Borexino results are
compatible with both metallicity scenarios, even if dedicated frequentists and Bayesian statistical
analysis shows a mild preference for HZ. Combining Borexino data with solar and KamLAND data
in a global fit (grey ellipse), this tendence to HZ is weakened.

As discussed in Sec. 1.5, the precise measurements of the solar neutrino fluxes is the keystone to
solve the solar metallicity problem. The two metallicity scenarios provide almost equivalent fluxes
for the first stages of the pp chain fluxes, while more significative differences show up in the latest
steps (see Tab. 1.1: 7Be: ≈ 8% HZ-LZ flux difference, 8B: ≈ 17% HZ-LZ flux difference). The
Borexino Phase-II contours for Φ(7Be - ν) and Φ(8B - ν) fluxes can be analyzed in a dedicated plane
(see Fig. 2.19) to probe the solar metallicity problem, comparing the experimental results with the
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HZ-SSM and LZ-SSM flux predictions. In the full picture, the theoretical model suffers from the
larger uncertainty, mainly due to the astrophysical factors for the 3He + 4He and p+ 7Be reactions,
and to the solar opacity values.

As shown in Fig. 2.19, the Borexino Φ(7Be - ν) and Φ(8B - ν) results (green ellipse) are compatible
with both HZ and LZ scenarios; dedicated frequentists and Bayesian statistical analysis shows a
mild preference for HZ [39]. Combining Borexino data with solar and KamLAND data in a global
fit (grey ellipse), this tendence to HZ scenario is weakened. To shed light on the still unsolved solar
metallicity problem, a precise measurement for CNO-ν flux is needed: it would be the ideal probe
thanks to the larger difference of the HZ-SSM and LZ-SSM flux predictions ≈ 28% (see Tab. 1.1).

Solar neutrinos have the unique feature to provide real-time information on the core of the Sun.
The measured neutrino fluxes can be used to extract the total power generated by nuclear reactions
in the Sun core, since the amount of released energy for each nuclear reaction is well known from
nuclear physics. The luminosity constraint connects the neutrino fluxes to the total solar luminosity
at the Earth surface [146, 147]:

Lν� = 4π d2
ES

∑
i

αi Φi i = pp, pep, 7Be, 8B, CNO (2.22)

where Φi and αi are respectively the i-th neutrino flux and the thermal energy released, while
dES = 1 AU is the average Earth-Sun distance. The αi numerical values, available at Ref. [147] are
determined by the differences between nuclear masses and are independent on details of the solar
model at the 10−4 level. The Eq. (2.22) sum runs over all the neutrino fluxes, whose associated
fusion reactions could in principle contribute significantly to the energy budget of the sun. Under
basic assumptions on the equilibrium for some of the nuclear reactions, the total solar luminosity
is Lν� = 3.89+0.35

−0.42 · 1033 erg/s, which is compatible with the more accurate value obtained in the
photon channel: Lγ� = (3.846 ± 0.015) · 1033 erg/s. Consequently, the nuclear source of the Sun
powering is proven once again. Moreover, a photon takes on average ∼ 105 years to reach the
photosphere from the generation point in the Sun core (see Sec. 1.5), it is possible to claim that the
Sun is found in thermodynamical equilibrium over a such timescale.

The simultaneous measurement of pp-ν and 7Be-ν fluxes allows Borexino to probe the solar fusion
hypotesis in a second way. The following ratio RI/II quantifies the relative intensity of the two
primary terminations of the pp-chain (pp-II and pp-I10) [148]:

RI/II =
R(3He +4 He)

R(3He +3 He)
=

2Φ(7Be - ν)

Φ(pp - ν)− Φ(7Be - ν)
(2.23)

The experimental value from Phase-II, RBxII
I/II = 0.178+0.027

−0.023, is compatible with the SSM predictions:
RLZ - SSM

I/II = 0.161± 0.010 and RHZ - SSM
I/II = 0.180± 0.010. On the other side, the high experimental

14% uncertainty on RBxII
I/II prevents this test to discriminate between the two metallicity scenarios.

Solar matter effects in flavor oscillation

Once the validity of the SSM flux predictions is assumed, information about the flavor oscillation
framework can be inferred. From the measured interaction rates of pp-ν, 7Be-ν, 8B-ν, one can

10pp-III termination can be neglected because of the extremely low B.R. ∼ 10−5. Note also that, since the 8B-ν
contribution is very low in the LER, it has been neglected at the denominator of Eq. (2.23).



2.5 Borexino Phase-II Results 102

determine the survival oscillation probability Eq. 1.70 both for the flavor-dominated regime and for
the matter-dominated regime11.

Figure 2.20: Phase-II results implications on flavor oscillations: νe survival probability
Pee as a function of neutrino energy. Borexino Phase-II results are shown for pp-ν (red point),
7Be-ν (blue point), pep-ν (cyan point) and 8B-ν (green point for the full HER range, and grey
points for the separate HER-I and HER-II sub-ranges), assuming the validity of HZ-SSM predictions
for solar neutrino fluxes. The grey band is the ±1σ prediction for the vacuum-LMA oscillation
scenario, while the pink band represents the ±1σ prediction of MSW-LMA scenario. Borexino
results disfavour the vacuum-LMA hypotesis at 98.2% C.L., while they are in excellent agreement
with the expectations from the MSW-LMA paradigm [39].

The full scenario is reported in Fig. 2.20, where the νe survival probability Pee is shown as a
function of the neutrino energy for all the solar neutrino reactions measured by Borexino (pp-ν in
red, 7Be-ν in blue, pep-ν in cyan, 8B-ν HER/HER-I/HER-II in green/grey). The grey horizontal
band shows the ±1σ prediction for the vacuum-LMA scenario, where matter oscillation effects are
not present and Pee does not depend on neutrino energy E, but only on the θ12, θ13 and ∆m2

12

oscillation parameters12:

P vacuum
ee = cos4 θ13

(
1− 1

2
sin2 2θ12

)
+ sin4 θ13 (2.24)

The pink band represents the ±1σ prediction of MSW-LMA scenario, where the matter effect plays
an important role for the higher energies of the (matter-dominated) regime:

PMSW−LMA
ee (E) =

1

2
cos4 θ13

(
1 + cos 2θM12 (E) cos 2θ12

)
(2.25)

where θM12 (E) absorbs the energy dependence and the matter effects, and is defined following the
description of Sec. 1.7.2. Borexino provides the most precise measurement of Pee in the LER, where

11The Standard Model νe − e− cross-section is also assumed [4].
12Oscillation parameters θ12, θ13 and ∆m2

12 are extracted from the global neutrino oscillation analysis found at
Ref. [149].
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flavour conversion is vacuum-dominated. In the higher energy window, where the solar matter effects
take over, the Borexino results are in agreement with the high-precision measurements performed
by SuperKamiokande [52] and SNO [57]. Overall, Borexino results disfavour the vacuum-LMA
hypotesis at 98.2% C.L., while they are in excellent agreement with the expectations from the
MSW-LMA paradigm [39].

2.6 The SOX project and other physics fields goals

Besides solar physics, the unique features of Borexino make it competitive also for measurements
not related to solar neutrino physics. Some of the analysis and results obtained during the data
taking are given by the discovery of geo-neutrinos [12, 13, 14], the search for gravitational wave
events follow-up [150, 151], the constraining of neutrino magnetic moment [152], and the search for
rare events beyond the Standard Model [153, 154] and Non-Standard neutrino interactions [155].

Also a search for light sterile neutrinos with Borexino was originally planned. The SOX experi-
ment [156] (Short distance neutrino Oscillations with BoreXino) aimed to probe the LSND and
MiniBooNE anomalies (see Sec. 1.9.1) by placing an intense artificial 144Ce-144Pr νe source of
∼ 1.5 PBq activity close to Borexino. The starting material for the source was planned to be
composed of 2.8 ton of spent nuclear fuel from Kola Nuclear Power Plant in Russia. The arrival
of the source at LNGS and the following data taking were expected to start in the beginning of
2017-2018, lasting for 1− 1.5 year(s). Unfortunately, severe issues in the production of the artificial
source definitely determined the shut-off of the SOX project [157]. I have worked on the SOX
project throughout my first PhD year, focusing on the evaluation of the experiment sensitivity
studies for the sterile neutrino hypotesis; results are reported in Chapter 8.

2.7 Conclusions

The Borexino experiment has provided the most complete measurement of all the solar neutrino
fluxes from the pp-chain nuclear fusion reactions. The measured neutrino interaction rates from the
analysis of Phase-II dataset are compatible with the previous Borexino Phase-I results and, in all
cases, their precision is improved. The pep-ν absence hypothesis is rejected, for the first time, at
> 5σ confidence level. The implications of these neutrino fluxes measurements have been reviewed
both in terms of solar physics field, for what concerns the solar fusion and the solar metallicity
problem, and in terms of the flavor oscillation framework, extracting the νe survival probability
in a wide energy range. The missing tile of the solar neutrino framework consists in the search
for CNO-ν evidence: the results of the Borexino Phase-III dataset analysis, fully dedicated to the
CNO-ν hunt, will be described in Chapter 7.





Chapter 3

Strategy for the search of CNO neutrinos with
Borexino

Borexino has successfully determined the fluxes of solar neutrinos emitted by all the fusion reactions
belonging to the so-called pp chain [39, 63, 136, 62, 138, 137]. The only missing elements in this
otherwise complete experimental picture of the interior of the Sun are the CNO neutrinos. As
discussed in Chapter 1, the CNO cycle is believed to be the main engine of very massive stars,
while it is expected to contribute only to ≈ 1% of the Sun luminosity. Observing neutrinos from
the CNO cycle fusion reactions would have therefore a striking importance in astrophysics, since it
would provide the first experimental proof of the existence of this important source of energy in the
core of the stars. So far, only limits on the CNO neutrino flux have been experimentally obtained:
the most stringent upper limit on the CNO-ν flux is ΦCNO < 7.7 · 108 cm−2 s−1 at 95% C.L. and
has been set by Borexino itself [65].

The search for a CNO-ν signal with Borexino represents the main subject of this PhD thesis. It
is worth to recall that Borexino plays a unique role in the CNO neutrinos hunt, thanks to its
unprecedented radiopurity levels. Indeed, extensive sensitivity studies which will be reported in
details in this Chapter show that Borexino has the chance to tackle CNO neutrinos provided that
the interaction rate of 210Bi isotope, the most troublesome background, is determined independently
in the scintillator and constrained in the multivariate analysis. The indications stemming from
these sensitivity studies have driven the strategy for the CNO-ν search adopted in this thesis, which
is based on four main pillars:

1. An effective data selection, aiming to enhance significantly the signal over background ratio.

2. A multivariate fit to disentangle the neutrino signal from the residual background after
the selection cuts, based on either an analytical or Monte Carlo description of the detector
response.

3. An accurate Monte Carlo simulation framework to describe the detector response function.

4. A technique to tag the 210Bi events, which represent the most important background for the
CNO-ν analysis, in order to constraint the associated interaction rate in the multivariate fit.

This Chapter is organized as follows. The Borexino sensitivity to CNO-ν signal without and with
the application of independent constraints to the 210Bi background and to pep-ν interaction rates
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is described respectively in Sec. 3.1 and Sec. 3.2. The sensitivity studies that I will present are
the result of the work of many people within the Borexino analysis team; I have taken part in the
rate-only studies, which are discussed in the first part of Sec. 3.2. The strategy for the CNO-ν
measurement followed within this PhD thesis is outlined in Sec. 3.3: the key elements necessary for
the CNO-ν rate determination will be shortly reviewed. More details on each step of this path will
be thoroughly discussed in the following Chapters.

3.1 Borexino sensitivity to CNO-ν signal

The preliminary step towards the detection of a CNO-ν signal is to study via Monte Carlo simulations
the sensitivity of Borexino under realistic conditions: this allows to define which are the elements
playing the most relevant roles and therefore to elaborate a strategy for the analysis.

The sensitivity to CNO-ν is driven by two main factors:

• Low signal/background ratio for the CNO-ν interaction rate in Borexino. Accord-
ing to the SSM predictions [25], the CNO-ν reactions are expected to play a secondary role in
the solar reaction framework: this translates into a faint neutrino flux, and therefore into a very
low counting rate in Borexino. The expected CNO-ν interaction rate in Borexino, according
to the high metallicity and low metallicity scenarios, is RHZ(CNO - ν) = 4.92± 0.78 cpd/100t

or RLZ(CNO - ν) = 3.56± 0.52 cpd/100t respectively. In the CNO-ν energy region of interest,
the leading contributions in Borexino are instead provided by 7Be-ν, 210Bi and 11C, as it can
be seen from the full multivariate fit shown in Fig. 2.14.

The expected CNO-ν signal/background ratio for several energy ranges is shown in Fig. 3.2;
the signal is given by the CNO-ν rate, while the background is represented by all the other
species present in the spectrum. The s/b ratio is reported as a function of the lower and the
upper energy boundaries of the selected energy range, which are respectively the horizontal
and vertical axes. The injected rates are given by the HZ-SSM predictions for neutrinos, and
by the Phase-II results for radioactive backgrounds.

Even considering the most favourable energy window 220 < Ndt1−n
p < 418 (0.5 MeV . E .

1.1 MeV of the recoiled e−), the CNO-ν contribution is marginal, since the signal/background
ratio is s/b ≈ 0.28. Assuming instead a wider 160 < Ndt1 - n

p < 550 energy window1, which
covers most of the CNO-ν energy spectrum (0.37 MeV . E . 1.4 MeV of the recoiled e−),
one gets s/b < 0.1.

• CNO-ν, 210Bi and pep-ν spectral shape degeneracy. Fig. 3.1 shows the simulated
energy spectra of e− scattered by CNO-ν, pep-ν and produced in the 210Bi decay. The CNO-ν
events energy shape in Borexino does not show any prominent structure but, on the contrary,
a smooth featureless profile, similar to the one of 210Bi background and pep-ν 2. As will be
described later on, this shape similarity prevents the multivariate fit to distinguish and isolate
separately the interaction rates of the three contributions and, consequently, it drastically
reduces the sensitivity to a CNO-ν signal.

1We remind that the Ndt1 - n
p energy estimator counts the number of fired PMTs within 230 ns from the cluster

beginning, normalized to a fixed number of 2000 working PMTs.
2Clearly, the overall energy spectrum is composed by many other contributions overlapped (pp-ν, 210Po , 7Be-ν,

85Kr, 11C, and external backgrounds; see e.g. the multivariate fit shown in Fig. 2.14), which are not reported in
Fig. 3.1 for clarity, since they play a secondary role in the CNO-ν sensitivity subject.
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Figure 3.1: Simulated energy spectra of e− scattered by CNO-ν, by pep-ν and produced in the
210Bi decay (respectively in red line, blue line and green line). Injected rates for CNO-ν and pep-ν
are matched to the HZ-SSM predictions, while the 210Bi one is obtained from Phase-II analysis
results [63, 39].

To evaluate in a more quantitative way the impact of the most relevant backgrounds on the Borexino
sensitivity to CNO-ν, a thorough Monte Carlo study has been performed3: 104 datasets with
an exposure of 900 days× 100t, close to the one we expect to reach in the dataset dedicated to
the CNO-ν analysis, have been simulated. The contribution of CNO-ν signal and of the relevant
backgrounds (210Bi , pep-ν, 7Be-ν, 11C, and so on) has been included following the realistic relative
proportions. Then the simulated data undergo the standard selection, to reduce the background on
an event by event basis, and are then fitted according to the same multivariate analysis techniques
that are used for the analysis of real data (described in Sec. 4.1 and Sec. 4.2 respectively).

The results of the multivariate fit for these 104 Monte Carlo pseudo-experiments are shown in
Fig. 3.3 for CNO-ν, pep-ν and 210Bi rates, as red histograms. The injected rates correspond to the
HZ-SSM predictions for neutrinos, and to Phase-II result for 210Bi background. The non-diagonal
frames report the species correlation plots; the injected rates are marked by vertical and horizontal
black lines. A strong correlation among the species is clearly visible from the non-diagonal plots,
inducing a severe bias in the extracted rates for the three species. In particular, the reconstructed
CNO-ν rate shows a very broad and biased distribution, with an high peak for the null value. Also
the 210Bi and pep-ν output distributions are significantly biased, being not centered on the injected
values and strongly asymmetric. In other words, from a statistical point of view the analysis has no
sensitivity to a CNO-ν signal, but only to the sum of the three CNO-ν, pep-ν and 210Bi interaction
rates.

The main conclusion of this study is that the CNO-ν, pep-ν and 210Bi spectral shape similarity is
the most critical factor preventing a straightforward CNO-ν detection in Borexino. The only way to
break this correlation consists in the determination of the 210Bi background and of the pep-ν rate

3See Chapter 5 for Monte Carlo simulation code details.
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Figure 3.2: Expected CNO-ν signal/background ratio in color scale scanning several reconstructed
energy ranges in the Ndt1 - n

p variable. Horizontal and vertical axes represent the lower and upper
boundarie of the energy range respectively. Signal is given by CNO-ν rate only, while background is
given by all the other possible neutrino and background contributions. All the injected rates have
been selected from Phase-II results [63, 39], with the exception of neutrinos which follow HZ-SSM
prediction; in particular, RHZ - SSM(CNO - ν) = 4.92± 0.78 cpd/100t.

independently from the fit, to constrain them in the multivariate analysis itself. The pep-ν rate can be
safely constrained based on the Standard Solar Model predictions for the neutrino fluxes [25]. Along
with the pp-ν reaction, it starts the pp chain sequence; its neutrino flux, and therefore the related
interaction rate in Borexino, are estimated at the 1% level; accounting also for the error on the flavor
oscillation parameters, the expected rate in Borexino is RHZ - SSM(pep - ν) = 2.74± 0.04 cpd/100t or
RLZ - SSM(pep - ν) = 2.78±0.04 cpd/100t, depending on the metallicity hypothesis. On the contrary,
the 210Bi background rate is unknown and must be evaluated independently: the technique to tag
the 210Bi rate by means of its daughter isotope, 210Po , will be discussed in detail in Chapter 6.
In the following, we will show the impact of a constraint on 210Bi with different precisions on the
CNO-ν sensitivity.
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Figure 3.3: Results of the multivariate fits of 104 Monte Carlo pseudo-experiments without
independent constraints to pep-ν and 210Bi interaction rates. Red histograms represent the output
interaction rates for the three components, while the non-diagonal frames are the species correlation
plots. The injected rates for each dataset correspond to the HZ-SSM predictions for neutrinos
and to Phase-II result for 210Bi (17.5 cpd/100t), and are marked by vertical and horizontal black
lines. The study included all the background and neutrino species, but only those components
that mostly influence the sensitivity to CNO-ν are displayed. The strong correlations among these
species forbid to measure the CNO-ν and pep-ν and 210Bi decay rate in an unbiased way.
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3.2 Borexino sensitivity to CNO-ν signal in case of pep-ν and
210Bi constraints

In the previous section we have shown that Borexino has little or no sensitivity to CNO-ν signal
due to the strong correlation between CNO-ν, 210Bi and pep-ν spectral shapes. A possible way out
to break this degeneracy, and therefore to recover this sensitivity, is to set independent constraints
on 210Bi and pep-ν interaction rates in the multivariate fits.

Figure 3.4: Expected Borexino spectrum assuming the rates predicted according to the the
HZ-SSM for CNO-ν (purple profile) and pep-ν (blue profile), and injecting a rate of 17.5 cpd/100t

for 210Bi background (green profile). These three components are used for the simplified counting
sensitivity analysis described in the text.

The impact of these constraints on Borexino CNO-ν sensitivity can be preliminary shown with
a simple counting analysis of simulated events, in which the spectral shape information of signal
and backgrounds is not considered. This simplified model allows to grasp roughly the required
uncertainties on the constraints of background rates to achieve a CNO-ν evidence. The selected
energy range, expressed in number of normalized hits, is 322 < Nn

h < 408 (790 keV . E . 1.0 MeV

of the recoiled e−), optimized with respect to the expected CNO-ν abundance, as shown in Fig. 3.4.
This energy window is mainly populated by 210Bi , CNO-ν, pep-ν and 7Be-ν events; since this
latter one plays a marginal role for the CNO-ν sensitivity and is also known with high precision, it
will be neglected. For a given exposure E , the total number of detected events Ntot is computed as:

Ntot = E (εCNORCNO + εpepRpep + εBiRBi) (3.1)

where Ri is the interaction rate of the i-th component (i = CNO, pep, 210Bi) and εi is the fraction
of events for the i-th component into the energy window of interest. Supposing that 210Bi and
pep-ν rates are independently constrained, with measured values RBi ± σBi and Rpep ± σpep, the
statistical uncertainty on CNO-ν σCNO can be isolated:

RCNO =
Ntot

E · εCNO
− εBi

εCNO
RBi −

εpep

εCNO
Rpep (3.2)



3.2 Borexino sensitivity to CNO-ν signal in case of pep-ν and 210Bi constraints 111

σCNO =
1

E · εCNO
σNtot

⊕ εBi

εCNO
σBi ⊕

εpep

εCNO
σpep (3.3)

where the ⊕ notation refers to the quadrature sum (a ⊕ b =
√
a2 + b2). The colormap in the

left panel of Fig. 3.5 shows σCNO as a function of σpep and σBi, according to Eq. (3.3). σpep

is varied between 0 cpd/100t and 0.4 cpd/100t (≈ 14%), while σBi is varied between 0 cpd/100t

and 5 cpd/100t (∼ (30 − 40)%). A 3 years livetime data taking is assumed. The right panel
of Fig. 3.5 shows σCNO as a function of σBi, extracted projecting the left panel plot to two
choices of σpep = 0.28 cpd/100t and σpep = 0.028 cpd/100t, corresponding respectively to relative
uncertainties σpep/Rpep of 10% (top panel) and 1% (bottom panel).

The pep-ν uncertainty is relevant only for the low σBi regime (σBi . 1.5 cpd/100t), i.e. when 210Bi

rate is well-known, and is almost negligible otherwise. This behaviour can be observed from the
iso-σCNO contours (white solid lines in left panel of Fig. 3.5) and from σCNO(σBi) trends (right
panel of Fig. 3.5). The dependence of the Borexino sensitivity as a function of livetime is shown
in Fig. 3.6 for several σBi values. For the CNO-ν analysis dataset, a total livetime of 3 years is
reasonably expected; additional exposure would not improve significantly the sensitivity to CNO-ν
signal. A lower σNtot , indeed, does not impact significantly on σCNO since the first term of Eq. (3.3)
contributes only marginally to the overall budget for large exposures.
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Figure 3.5: Borexino sensitivity to CNO-ν signal assuming pep-ν and 210Bi indepen-
dent constraints, from a simplified counting analysis. Left panel: expected uncertainty for
the CNO-ν neutrino interaction rate σCNO as a function of the error in the determination of the
210Bi and pep-ν interaction rates (σBi and σpep), according to the sensitivity counting analysis
Eq. (3.3). Right panel: expected σCNO as a function of σBi, projecting the left panel plot for fixed
pep-ν constraint uncertainties σpep = 0.28 cpd/100t and σpep = 0.028 cpd/100t, corresponding
respectively to relative uncertainties σpep/Rpep of 10% and 1%.
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Figure 3.6: Borexino sensitivity to CNO-ν: dependence on data taking livetime.
Expected σCNO as a function of livetime, in years, for several 210Bi strength constraints:
(σBi = 1.0 cpd/100t, σBi = 1.5 cpd/100t, σBi = 2.0 cpd/100t, σBi = 3.0 cpd/100t). A ≈ 1.4%

constraint has been assumed for pep-ν, i.e. σpep = 0.04 cpd/100t, according to the HZ-SSM and
MSW predictions. The Fiducial Volume defined for the CNO-ν analysis has been considered.
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Median discovery power as a function of independent constraint strenghts

A more rigorous analysis to establish the discovery power of Borexino as a function of the 210Bi

constraint strength [158] has been performed exploiting the 104 Monte Carlo pseudo-datasets
described in Sec. 3.1; the multivariate fit has been now performed in the 132 < Nn

h < 937 energy
window, constraining 210Bi and pep-ν rate with different precisions. The 210Bi measurement
information is implemented in the multivariate fit as an additional gaussian pull-term to the overall
likelihood to be minimized (see Sec. 4.2).

In order to properly determine the discovery power to the CNO-ν signal, a frequentist hypothesis
test has been performed using a profiled likelihood ratio q0 as a test statistics [159]. The two
considered hypotheses are:

• Null hypothesis H0: only the background is present, i.e. R(CNO - ν) = 0 cpd/100t;

• Alternative hypothesis H1: the CNO-ν signal is also present, i.e. R(CNO - ν) > 0 cpd/100t.

Since we want to perform a signal discovery analysis, the hypothesis to be tested is the null one H0.
The median discovery power of this measurement is defined as the median p-value obtained testing
H0 under the assumption of signal H1. The employed test statistics q0 is defined as follows:

q0 = −2
[
lnL

(
0, θ̂
)
− lnL

(
µ̂, θ̂
)]

(3.4)

Figure 3.7: Example of the q0 test statistic distributions obtained with toy MC experiments
when the CNO-ν signal (HZ-SSM) is injected or absent in the data (red and blue distributions,
respectively). The discovery power is the p-value corresponding to the median of f(q0|HZ CNO)

with respect to f(q0|no CNO). In this case, 210Bi rate has been constrained at 14% while pep-ν
rate at 1%.

The first and the second term of Eq. (3.4) r.h.s are respectively the minimized negative log-likelihood
(NLL) assuming R(CNO - ν) = 0 cpd/100t and the absolute minimum of NLL leaving R(CNO - ν)

as a free parameter. q0 quantifies how well a model which assumes the absence of a CNO-ν signal
describes the data: small values of q0 indicates a good agreement, while large values of q0 indicate
a bad compatibility.
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This test requires to obtain the q0 PDFs for the background-only hypothesis f(q0| no CNO) and
in case of the presence of a CNO-ν signal f(q0| HZ/LZ CNO), following Eq. (3.4). Both of them
have been extracted considering two sets of 104 toy MC datasets: one set is created without
injecting CNO-ν signal, while in the second ensemble the CNO-ν signal is injected according to
the HZ-SSM predictions. In both cases, to compute q0, each dataset has been fitted twice, with
the same multivariate fit procedure that will be applied on the real data (see Sec. 4.2): once
treating R(CNO - ν) as a free parameter, and the second time fixing it to zero. As the final step,
the discovery power is computed as the p-value of f(q0| no CNO) corresponding to the median
value of f(q0| HZ/LZ CNO), as shown in Fig. 3.7.

Figure 3.8: Median discovery power of a CNO neutrino signal, for the two metallicity
scenarios HZ-SSM (blue points) and LZ-SSM (red squares), for different uncertainties on the 210Bi

and pep-ν constraint rates. The injected background rates are R(pep - ν) = 2.8 cpd/100t and
R(210Bi) = 10 cpd/100t.

The median discovery power to a CNO-ν signal resulting for different 210Bi and pep-ν rates constraint
strengths is shown in Fig. 3.8; results for the HZ-SSM and LZ-SSM scenarios are reported in blue
circles or red squares respectively. The injected background rates are R(pep - ν) = 2.8 cpd/100t

and R(210Bi) = 10 cpd/100t. More severe constraints imply an higher sensitivity to CNO-ν signal,
as expected; the 210Bi statistical uncertainty plays the dominant role in the overall budget, and
the pep-ν constraint strength gets more relevant for more precise 210Bi determinations. This study
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shows that, for the HZ scenario, an evidence for a CNO-ν signal can be claimed if σBi . 2 cpd/100t

and, simultaneously, σpep ∼ 1%, with a median significance at ∼ 4σ level. In case of LZ scenario,
the same constraint strength would lead to a ∼ (2.5− 3)σ significance level.

Median discovery power for a 210Bi upper limit

As we will see in Sec. 6.2, the most precise proposed method to determine the 210Bi rate analyzing
the 210Po spatial distribution is not able to get a proper 210Bi rate measurement, but only a 210Bi

upper limit. This is due to the fact that this method does not fully disentangle the 210Po rate
contribution in equilibrium with 210Bi , because of the presence of an additional unsupported 210Po

term. An upper limit can be set since it has been proven that this out-of-equilibrium migration
term induces only positive bias to the overall 210Po term.

Figure 3.9: Median discovery power of a CNO neutrino signal in case of a 210Bi upper
limit as a function of 210Bi and pep-ν constraint strengths, for a simple counting analysis (white
squares), for a full analysis with 210Bi gaussian penalty (red squares), and for a full analysis with
210Bi upper limit (black triangles). The injected background rates are R(pep - ν) = 2.8 cpd/100t

and R(210Bi) = 10 cpd/100t.

Fig. 3.9 shows the median discovery power to a CNO-ν signal as a function of 210Bi and pep-ν
constraint strengths, for a simple counting analysis (white squares), for a full analysis with 210Bi

gaussian penalty (red squares), and for a full analysis with 210Bi upper limit (black triangles).

The median discovery power for the 210Bi upper limit case is found in agreement with the one
obtained with a symmetric gaussian penalty: the CNO-ν sensitivity therefore is mostly unchanged.
Analyzing the 210Bi - CNO-ν contours in both cases (see Fig. 3.10), we can notice that, even if the
sensitivity to the CNO-ν absence hypothesis is not worsened, the upper limit of the CNO-ν rate
will not be stringent, since a lower limit on the 210Bi background is not provided. The presence
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Figure 3.10: Distribution of the 210Bi and CNO-ν best fit estimates obtained fitting thousands
of simulated datasets applying a 10% constraint on the pep-ν rate and leaving the 210Bi free (a),
constraining it with a 14% precision (b), and imposing an upper limit (c). Injected rates for CNO-ν
and pep-ν are matched to the HZ-SSM predictions, while the 210Bi one is obtained from Phase-II
analysis results [63, 39] (17.5 cpd/100t).

of an asymmetric CNO-ν in this latter case will be verified in the Phase-III analysis described in
Chapter 7. In conclusion, an upper limit on the 210Bi rate will be sufficient to claim for an evidence
of CNO-ν, but it will not allow to obtain a precise measurement of the CNO interaction rate that
is needed to definitely settle the solar metallicity problem.
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3.3 Strategy for the CNO-ν determination

The sensitivity studies discussed in the previous paragraph drive the strategy for the CNO-ν analysis.
I summarize hereafter the crucial steps on which this analysis is based. In the following chapters,
the details of these steps will be thoroughly described.

1. Phase-III dataset. The most important conclusion of the sensivity studies is that, in order
to gain sensitivity to the CNO-ν signal, the 210Bi contamination in the scintillation must be
constrained precisely and independently from the multivariate analysis. For reasons that will
be clear in Chapter 6, this is possible by means of the 210Bi - 210Po tag only if the detector is
thermally stable. This condition has been reached only from the second half of 2016. For this
reason, the CNO-ν analysis must be performed on a dedicated dataset starting from July
2016, which has been named Phase-III.

2. Data selection. Neutrino-induced events are intrinsically indistinguishable on an event-by-
event basis from the most of backgrounds due to β or γ decays. Many selection cuts can
be applied to partially remove several categories of backgrounds on an event-by event basis:
muons and muon-induced events, noise events, radioactive decays from delayed coincidences.
The fiducial volume (FV) cut selects events in a central scintillator region, highly reducing
the external background rate. The cosmogenic events (11C, 10C, 6He) can be identified via
dedicated tagging techniques exploiting the decay peculiarities of their products. This data
selection analysis has been originally designed for Phase-II analysis; throughout this thesis it
will be applied to the Phase-III dataset defined above. My work on this topic will be discussed
in Chapter 4.

3. Multivariate analysis. Even after the application of the selection cuts, background is
still present. To disentangle the neutrino signal components from the background ones, a
multivariate analysis is performed. It involves the simultaneous fit to the distributions of
three physical quantities of interest: the event reconstructed energy, the radial and the β+/β−

pulse-shape parameter distributions. The reference distributions for these three quantities are
built using either analytical models or Monte Carlo simulations. Then, the model is fitted
against data to extract the interaction rates of each background and neutrino signal. The
multivariate analysis has been originally designed for the Phase-II dataset, and has been then
improved and optimized for the Phase-III one. My work on this topics will be reviewed in
Chapter 4.

4. Monte Carlo simulations are crucial to obtain an accurate description of the detector
response, on which the multivariate fit is based. The Borexino Geant4-based Monte Carlo
code was tuned in 2009 thanks to detector calibrations, and found to be in excellent agreement
with data at the ∼ 1% level until 2016. After this date, the simulations showed some issues,
especially in reproducing properly the energy response of the detector. This is a problem
notably for the CNO-ν analysis, which is based on data starting from July 2016 (Phase-III).
One of the main task of my work was therefore to solve this issue in order to have Monte
Carlo simulations to be used for the CNO-ν analysis, in particular for the multivariate fit.
This topic will be reviewed in Chapter 5.

5. 210Bi independent constraint. The studies described in Sec. 3.1 and Sec. 3.2 show that
Borexino can be sensitive to a CNO-ν signal only if the rate of the 210Bi background is
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constrained in the multivariate fit. In order to do so, we exploit the fact that the 210Bi rate
can be determined independently by measuring the rate of its daughter nuclide, the 210Po .
This strategy is complicated by the non-straightforward time and spatial 210Po distribution
in the scintillator. Also, it relies on the assumption that the 210Bi is uniform and stable in
time. My work on this topic will be reviewed in Chapter 6.

The results of these steps will be combined in Chapter 7 to give a first result on CNO-ν determination.
The first indication of a CNO-ν signal will be illustrated there, including a first preliminary study
of the related systematic effects.



Chapter 4

Data selection and multivariate fit for the CNO
neutrinos analysis

The success of the Borexino CNO-ν rate determination relies on accurate strategies for the
discrimination of the neutrino signal from the background events. Indeed, neutrino-induced events
are intrinsically indistinguishable on an event-by-event basis from the most of the β or γ backgrounds.
A set of event-by-event selection cuts aiming to remove the taggable background (radioactive decays
from delayed coincidences, muons and muon-induced events, cosmogenic 11C events) is the first
step for the CNO neutrinos analysis.

Unfortunately, even after the selection cuts, residual background is still present on data. For this
reason, in order to disentangle the neutrino signal from it, a multivariate fit technique must be
applied; the reference distributions of the quantities of interest (energy estimators, radial position,
e+/e− discriminator variable) are built according to analytical models or Monte Carlo simulations,
and then are fitted against data.

This Chapter is organized as follows. Sec. 4.1 reviews the data selection strategy for the CNO
neutrinos analysis, discussing the basic quality cuts (Sec. 4.1.1), the Fiducial Volume definition
(Sec. 4.1.2), the techniques for the cosmogenic 11C identification (Sec. 4.1.3). The Phase-III-TMP
dataset, which will be analyzed in this thesis for the CNO-ν determination, is defined in Sec. 4.1.4.
The effect of selection cuts on the Borexino Phase-III-TMP energy spectrum, along with my work
on the stability plots, is shown in Sec. 4.1.5. The multivariate fit strategy is introduced in Sec. 4.2,
along with the analytical and Monte Carlo approaches for the construction of reference PDFs
(Sec. 4.2.1 and Sec. 4.2.2 respectively). As a preliminary crosscheck, Sec. 4.3 reports the results of
multivariate fit I have obtained analyzing the Phase-III-TMP dataset, for both the fit approaches
and with CNO-ν rate fixed, in the same configuration fit used for the pp chain neutrino analysis
[39]. Conclusions are outlined in Sec. 4.4.

4.1 Data selection for the CNO-ν analysis

In the following, the data selection flow employed for the CNO-ν analysis is described in detail.
This sequence of selection cuts has been originally designed and optimized for Phase-II analysis,
to extract the pp chain neutrinos fluxes [63]; in principle, no further modifications are necessary
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for Phase-III-TMP dataset, which is fully dedicated to the CNO-ν analysis (see Sec. 4.1.4). I
have carefully analyzed the impact of these selection cuts on the new data, studying the selection
stability as a function of time, and finding no evidences for anomalies or issues (see Sec. 4.1.5).

4.1.1 Standard cuts

The standard cuts are a set of selection conditions for background reduction, optimized for the solar
neutrino low energy analyses. They aim to identify and exclude the taggable backgrounds, due to
muons and muon-induced events, radioactive decays from delayed coincidences, noise events [65, 63,
137].

• Muon and muon-daughter removal. Muons are the only relevant charged component of
cosmic radiation penetrating the rock shielding over the LNGS halls. Thanks to the Gran
Sasso mountain shielding, the muon surface flux is reduced to 1.2 m−2h−1, with a suppression
factor ∼ 10−6 with respect to the flux at the Earth surface. Muon events are excluded from
the analysis dataset thanks to the combined information coming from the Inner Detector
and the Outer Detector (described in Sec. 2.4), achieving a > 99.9% tagging efficiency (see
Sec. 2.3.3). When a muon is identified, a 300 ms veto is applied over the data taking, in order
to exclude the cosmogenic unstable isotopes produced by muons.

• Single energy deposit. Only single cluster events are accepted. We recall that clusters
are the group of photons belonging to the same scintillator event, as described in Sec. 2.4.1.
In case the clustering algorithm identifies 0-cluster events or multiple clusters, the event is
discarded.

• No coincidence events. Delayed coincidences separated by a time interval longer than the
acquisition gate width are detected as two independent events. All events reconstructed with
mutual distance smaller than 1.5 m and taking place within a 2 ms time window are rejected.
Monte Carlo dedicated tests showed that this cut removes the 214Bi−214 Po decay delayed
coincidences with high efficiency.

• Charge estimator quality control. The reconstructed charge estimator is compared to
the number of fired PMTs. In case of unreasonable charge excess or deficit, the event is
discarded. This cut allows to drop a large fraction of events induced by the electronic noise.

• Additional quality controls for noise suppression. One of the common sources of noise
events during data taking is the electronic noise from a single electronics rack. If the total
fraction of hits that are recorded on the most active crate exceeds the 75% of all hits, the
event is dropped.

The efficiency of this sequence of selection cuts has been evaluated extensively both on Monte Carlo
simulations and analyzing the radioactive-source calibration data. The fraction of neutrino events
discarded by these cuts is found to be at the . 10−4 level, well below the required precision level
for the solar neutrino analyses and therefore negligible [63].
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4.1.2 Fiducial Volume

One of the data selection main goal is the suppression of the external background γ events, which
are mainly due to PMTs radioactive contamination: indeed, the external background rate is
exponentially increasing going from the center towards the Inner Vessel. For this reason, all the
neutrino analyses are restricted within a software-defined central portion of the scintillator, named
fiducial volume (FV), in which the signal over background ratio is maximized. The FV definition
is possible thanks to the accurate performance of the Borexino position reconstruction (≈ 12 cm

coordinate uncertainty at the detector center and at 1 MeV energy), which allows to locate an
event inside or outside a defined FV with relatively high precision. Note that a systematic error on
the FV definition would introduce a bias on the target mass and therefore on the final neutrino
interaction rates. Dedicated studies based on the detector calibration runs show that, with the
current position reconstruction performance, the systematic error on the fiducial mass is . 1%.
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Figure 4.1: Fiducial Volume for the CNO-ν analysis in the rcyl− z plane (orange solid line),
comparing to a recent Inner Vessel shape (first week of September 2019, in purple solid line) and to
a spherical ideal Inner Vessel shape (grey dashed line). rcyl =

√
x2 + y2 is the cylindric radius.

The FV definition is strictly connected to the data analysis to be performed. For what concerns
the CNO-ν analysis, we use the same FV selection used in the Phase-II analysis, which follows
the conditions r < 2.8 m, −1.8 m < z < 2.2 m [39] (see the rcyl − z plane sketch in Fig. 4.1). The
defined FV contains a 71.3 ton scintillator fiducial mass. The z cut is asymmetric because of the
non-spherical IV shape, which is more deformed in the South region; the polar regions of the sphere
are excluded to suppress as much as possible the external background coming from the end-cap
mechanical supports located at the top and bottom of the IV [65].
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4.1.3 11C suppression

The selection cuts described above have no effect on the cosmogenic isotope 11C, which still
dominates the 1.1 MeV . E . 1.8 MeV region of the Borexino energy spectrum. 11C is produced
in-situ by muons, undergoing a β+ decay with a τ11C = 29.4 min lifetime. The 11C rate in Borexino
is ≈ 28 cpd/100t, to be compared with the CNO-ν and pep-ν signals which are expected to be
∼ 5 cpd/100t and 2.7 cpd/100t respectively. If not identified through specific techniques, its presence
spoils unavoidably the pep-ν and CNO-ν rate measurements.

As discussed in Sec. 2.3.3, 11C events are continuously produced by muons through spallation
processes on the scintillator 12C (Eq. (4.1)), therefore the interaction rate in Borexino cannot be
reduced by purification techniques. Its production is accompanied by a prompt neutron, which
thermalizes and then is captured on hydrogen1; the newly generated 2H∗ then de-excites to the
fundamental state emitting a delayed 2230 keV γ event. Summarizing:

µ+ 12C → 11C + n =⇒
{

11C → 11B + e+ + νe τ11C = 29.4 min

n+ 1H→ 2H
∗ → 2H + γ τn = 256µs

(4.1)

The 11C candidate events can be identified in two complementary ways. The main tagging technique
is named Three-Fold coincidence (TFC), and exploits the time and space concurrence of muon and
neutron events in order to exclude the subsequent 11C decays [65, 160]. The e+/e− pulse-shape
discrimination variable, described later on, instead relies on the peculiar time features of the electron
and positron classes of events.

Three-Fold Coincidence

The Three-Fold Coincidence is an algorithm for the cosmogenic event reduction based on the key
idea of vetoing space-time regions of the detector after µ-n coincidences, such that the following β+

decay of 11C is excluded. In most cases, a cylindrical veto along the parent muon track with 80 cm

radius is applied (see left panel of Fig. 4.2), for a two-hours time window. For the rarer case of
high neutron multiplicity from the 11C spallation, a two hours veto is applied over the whole FV
[65]. The geometry and the time window for the region to be vetoed have been optimized, and are
the result of a balance between the 11C rejection power and the remaining exposure.

The TFC algorithm has been recently improved by the collaboration [39], implementing a likelihood
LTFC that an event is identified as a 11C, evaluating the distance in space and time from the parent
muon, the distance from the neutron, the neutron multiplicity, and the muon loss energy density
dE/dx. This upgrade guarantees a 11C tagging efficiency of (92± 4)%, keeping the (64.28± 0.01)%

of the total exposure.

An example of log (LTFC) distribution as a function of the reconstructed energy, expressed in the
Ndt1 - n
p estimator2, is reported in right panel of Fig. 4.2. The green-dashed horizontal line represents

the LTFC threshold used for the selection. The high selection performance of the TFC can be also
noticed by eye: the large majority of the 11C events, which are included in the 350 . Ndt1 - n

p . 700

energy range, lies above this threshold.
1Neutron capture by 12C produces a 4.95 MeV γ but the probability is small (≈ 1%) compared to the dominant

hydrogen capture case ((≈ 99%).
2We remind that the Ndt1 - n

p energy estimator counts the number of fired PMTs within 230 ns from the cluster
beginning, normalized to a fixed number of 2000 working PMTs.
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Figure 4.2: Three-Fold Coincidence technique. The spatial regions vetoed in the TFC
method are shown in left panel: a cylinder around the muon track (blue) and some examples
of spheres centered around the point where the de-excitation γ following the neutron capture is
reconstructed (areas with horizontal lines around the stars) and their projections along the muon
track (green areas) [65]. Right panel: example of log (LTFC) distribution as a function of the
reconstructed energy, expressed in Ndt1 - n

p estimator. The green-dashed horizontal line represents
the LTFC threshold used for the selection, above/below which the events are assigned to the
TFC-tagged/subtracted energy spectrum. It is clearly visible that the majority of the events of the
11C energy decay spectrum lies above this threshold.

Based on the LTFC threshold, the events are assigned to two samples: one depleted (TFC-subtracted)
and one enriched (TFC-tagged) in 11C. These two sets are simultaneously fitted in the multivariate
analysis procedure (see Sec. 4.2), in order to exploit all the data information. The impact of TFC
algorithm on the reconstructed energy spectrum can be seen in Fig. 4.5.

e+/e− discrimination

The different processes involved in the energy deposition for e+ and e− are exploited to disentangle
the β+ and β− classes of events (see also Sec. 2.4.1). In approximately 53% of cases, the emitted
positrons form an orthopositronium state which decays in a non-negligible lifetime of ≈ 3.1 ns.
Moreover, the γ emitted as a consequence of the e+e− annihilation deposit their energy in different
spots, such that the event cannot be considered pointlike. As a consequence, the time profile of
photons emitted in e+ events is different with respect to the one of e− ones.

We have studied dedicated estimators able to discriminate between positron-like and electron-
like events. The pulse shape discriminator parameter used in this thesis (PS-LPR) is based on
the maximum likelihood value in output to the position reconstruction algorithm PS-LPR =

max(~r,t) Lpos(~r, t) (Eq. 2.20) [39]. An example of the PS-LPR parameter distributions for e+ and
e− samples is shown in Fig. 4.3.
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Figure 4.3: e+/e− identification. Comparison of the distributions of the PS-LPR variable for
Monte Carlo generated e− events (green, continuous line) and for e+ events selected from the data
(black, dashed line). The latter category of events is a high-purity 11C sample, obtained with the
optimized TFC method (see Sec. 4.1.3), using very strict selections on the energy and on the time
correlation with the neutron and muon tracks.

4.1.4 The Phase-III-TMP dataset

As already outlined in Chapter 3, the CNO-ν analysis must be performed in the so-called Phase-III
dataset, which started in July 2016 and is still ongoing. The reasons for this choice are connected
to the possibility of determining the 210Bi rate via the so-called 210Bi -210Po tag (see Chapter 6),
to constrain it in the multivariate fit. In particular, this method requires the uniformity of 210Bi

distribution within the FV and in the same time that no external source of 210Po is present.

• As it will be shown later in Sec. 6.3, after the scintillation purification, which took place
in 2010, the 210Bi contamination was not uniform within the FV: the cleanest scintillator
portion was found at the FV top. It took several years for the complete mixing to take place.

• The proposed strategy to determine the 210Bi rate relies on the hypothesis that the contami-
nation of 210Po coming from the IV into the FV is minimized. Scintillator convective motions
can detach 210Po from the IV and bring it inside the FV: in order to attenuate them, being
strongly correlated with the detector temperature, Borexino has been thermally insulated
starting from 2015. Only in 2016 the effects of the insulation started to be evident and
therefore only the dataset starting from July 2016 is considered.

The Phase-III dataset is still open and Borexino is still taking data. The work of this thesis is
based on a subset of the Phase-III dataset, and will be referred to as Phase-III-TMP, which ranges
from 17 July 2016 to 02 June 2019. Of course, as more data will be available, they will be included
in the final analysis which will be officially released. The Phase-III-TMP cumulative exposure
trend is shown in Fig. 4.4, reaching a final 644.24 days× 100 ton value; the energy spectrum in
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85 ≤ Ndt1 - n
p ≤ 900 range (0.19 MeV . E . 2.9 MeV) is reported in Fig. 4.5 and will be described

in the next Sec. 4.1.5.

2012 2013 2014 2015 2016 2017 2018 2019
Date

0

200

400

600

800

1000

1200

C
u
m

u
la

ti
v
e
 e

x
p
o
su

re
 [

d
a
y
s 
×

 1
0

0
t] .

FV (71.3 t) - Phase-II
FV (71.3 t) - Phase-III-TMP
Phase-II/Phase-III-TMP boundary

Figure 4.4: Cumulative exposure in days × 100 t collected by Borexino during the Phase-II
and Phase-III-TMP data-taking periods, in the FV defined for the CNO-ν analysis. The red dashed
line marks the separation between the two Phases.

4.1.5 Effects of selection cuts on the Borexino Phase-III-TMP data

The effect of the basic cuts, of FV selection, and of 11C events identification by means of the TFC
algorithm on the Borexino energy spectrum is shown in Fig. 4.5. The raw energy spectrum from the
Phase-III-TMP dataset is displayed as a blue histogram, in the normalized Ndt1 - n

p reconstructed
energy variable. The standard cuts effect is shown in the violet histogram: the muon and muon-
daughter cuts remove the higher energy part of the raw spectrum, while the consequences of the
other quality cuts described in Sec. 4.1.1 are not visible by eye. The FV selection (red histogram)
allows to increase drastically the signal over background ratio, removing a large part of the external
background and highlighting some spectral features. The application of the TFC algorithm allows
to discard a relevant portion of 11C (orange histogram, TFC-subtracted spectrum). Some of the
contributions populating the Borexino energy spectrum can be identified even by eye. The 14C

dominates the low energy region up to Ndt1 - n
p ≈ 120; the 210Po peak, which represents the most

abundant background after 14C, culminates at Ndt1 - n
p ≈ 180. The 7Be-ν Compton-like shoulder is

evident by eye in the 280 . Ndt1 - n
p . 350 range, while the 11C dominates the 380 . Ndt1 - n

p . 700

region.
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Figure 4.5: Effects of standard cuts, FV selection, and TFC algorithm application,
on the Borexino raw energy spectrum. The raw energy spectrum from the Phase-III-TMP
dataset, in the normalized Ndt1 - n

p variable, is displayed as a blue histogram. The effect of standard
cuts is shown in the violet histogram: the muon and muon-daughter cuts remove the higher
energy part of the raw spectrum, while the consequences of the other basic cuts described in
Sec. 4.1.1 are not visible by eye. The FV selection (red histogram) allows to increase drastically
the signal over background ratio, highlighting some spectral features. The application of the TFC
algorithm, described in Sec. 4.1.3, allows to discard a relevant contribution of 11C (orange histogram,
TFC-subtracted spectrum). The 14C dominates the low energy region up to Ndt1 - n

p ≈ 120; the
210Po peak, which is the most abundant background in Borexino after the 14C, culminates around
Ndt1 - n
p ≈ 180. The 7Be-ν Compton-like shoulder (280 . Ndt1 - n

p ≈ 350) is evident by eye, while
the 11C spectrum covers the 380 . Ndt1 - n

p . 700 region.

The rate evolution in Phase-III-TMP for two selected energy windows in the FV are shown in
Fig. 4.6 (stability plots), with the aim of monitoring and checking the detector stability. Top panel
shows the rate in the 85 ≤ Ndt1 - n

p ≤ 100 energy window (0.19 MeV . E . 0.24 MeV), which
exhibits a linear increase in time: this is due to the PMTs loss, which causes a worsening in the
energy resolution. Therefore, the 14C energy distribution, which peaks at Ndt1 - n

p ≈ 40, is broadened
in time and a larger and larger fraction of events is moving towards higher energies, leaking into the
85 ≤ Ndt1 - n

p ≤ 100 window. As we will see in Sec. 4.3.1 and Sec. 4.3.2, Ndt1 - n
p = 85 corresponds to

the lower energy threshold for the multivariate fit range. The bottom panel shows the rate in the
100 ≤ Ndt1 - n

p ≤ 140 energy window (0.24 MeV . E . 0.33 MeV), which is found quite stable in
time within the uncertainty bars. A second order resolution effect is present due to the 14C leakage,
as for the 85 ≤ Ndt1 - n

p ≤ 100 window, inducing a neglectable events increase. Overall, no particular
issues has been found in the Phase-III-TMP dataset which will be used for the CNO-ν analysis.
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Figure 4.6: Rate evolution in Phase-III-TMP for three selected energy windows (sta-
bility plots) in the FV: 85 ≤ Ndt1 - n

p ≤ 100, i.e. 0.19 MeV . E . 0.24 MeV (top panel) and
100 ≤ Ndt1 - n

p ≤ 140, i.e. 0.24 MeV . E . 0.33 MeV (bottom panel).

4.2 Multivariate fit for the CNO-ν analysis

In the following, the multivariate analysis technique adopted in the CNO-ν analysis to disentangle
the signal and the backgrounds will be discussed in details. The technique, based on the frequentist
statistics, relies on the simultaneous fit of the distributions of three physical quantities: the energy of
the scattered electrons, the radial position and e+/e− discrimination estimator. These distributions
are built on an event-by-event basis for those events passing the selection cuts (see Sec. 4.1) and
are fitted as the sum of signal and backgrounds components (named also species). The interaction
rate for each of the species is a free parameter of the fit.

The energy spectrum is the most powerful key to separate the signal and the background, especially
in case of distinctive features. For example, as seen in the Fig. 4.5 spectrum the electron scattered by
the mono-energetic 7Be-ν displays a characteristic Compton-like shoulder; 210Po background, which
undergoes an α decay, is easily recognizable by its gaussian shape. On the contrary, the identification
of species with featureless energy profiles, as the CNO-ν or 210Bi , is way less straightforward.
The radial distribution contributes to distinguish events originating from interactions that take
place uniformly in the scintillator volume, which display a characteristic ∼ r2 behaviour, from
the external backgrounds, which show a decreasing exponential trend approaching to the detector
center. The e+/e− pulse-shape estimator is useful to disentangle the 11C background, which decays
β+, from all the other β−-like events lying in the same energy window. This separation is critical
and delicate especially for the determination of CNO-ν and pep-ν interaction rates.

The reference distributions corresponding to each signal and background components (probability



4.2 Multivariate fit for the CNO-ν analysis 128

density function, or PDF ) are obtained both analytically and via Monte Carlo simulations. The fit
is performed by using both the PDFs approaches, providing an important cross-check of systematics
related to the detector response function modeling, as will be described in Sec. 4.2.1 and Sec. 4.2.2
respectively.

Data are fitted through the maximization of a multi-dimensional binned likelihood function3. The
overall likelihood function L(~k|~θ) is built as the product of four independent terms: the reconstructed
energy distribution for the TFC-tagged dataset (LTFC

tag ), the reconstructed energy distribution for
the TFC-subtracted datasets (LTFC

sub ), the radial distribution (LRad) and the pulse shape e+/e−

parameter distribution (LPS−LPR
) [63]:

L(~k|~θ) = LTFC
sub (~k|~θ) · LTFC

tag (~k|~θ) · LRad(~k|~θ) · LPS−LPR(~k|~θ) (4.2)

The symbol ~θ indicates the set of the arguments with respect to which the function is maximized (e.g.
the signal and background interaction rates) and ~k generically indicates the set of the experimental
data used to evaluate the likelihood. Each of the four terms represent a standard Poisson binned
likelihood function:

Li(~k|~θ) =

N∏
i=1

λkii (~θ)

ki!
e−λi(

~θ) (4.3)

where the product is calculated over the N bins of the histogram associated to the selected
distributions. The two TFC-subtracted and TFC-tagged spectra are fitted keeping the rates of the
most part of the components in common, apart from the cosmogenic backgrounds 11C itself, 6He

and 10C (see Tab. 2.2), and also 210Po , which may be not distributed in a perfectly homogeneous
way throughout the FV.

Additional constraints on some of the fit parameters can be applied in the form of multiplicative
Gaussian pull terms to the overall likelihood Eq. 4.2 (penalty method):

L(~k|~θ)→ L(~k|~θ) · exp

{
1

2

(
x− xm
σ

)2
}

(4.4)

where xm ± σ is the independently estimated value of the selected parameter. This procedure
represents an intermediate way between fixing and freeing of a parameter, allowing to include in
the multivariate fit the information coming from an independent measurement.

Another possibility for the additional constraint consists in setting an upper limit for a given
interaction rate. This is the relevant case for the 210Bi background, since the analysis in Chapter 6
will show that only an upper limit for 210Bi rate can be inferred independently on the multivariate
fit. In this case, the constraint is applied by means of an asymmetric half-gaussian distribution,
obtained considering Eq. (4.4) distribution only for x > xm. This will be a crucial element for the
CNO-ν analysis (see Chapter 7), in which a constraint to 210Bi is needed to gain sensitivity on the
CNO-ν signal.

The multivariate analysis is performed by means of the statistical framework analysis named
GooStats, developed, validated and benchmarked internally to the Borexino collaboration [161]. The

3The employment of a likelihood instead of a simpler χ2-based fit allows to treat properly those energy spectrum
bins with low statistics and that are consequently found in the Poisson regime.
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use of Graphical Processing Units (GPU) have been developed and applied to the fit optimization,
critically reducing the computation time by about two orders of magnitude if compared with the
previous standard CPU-based algorithms. Without this improvement, the feasibility of the analysis
would have been threatened. The key point of the GPU method is that the computations of the
expected events for each multidimensional bin can be treated independently: the thousand of cores
inside the GPU can perform the calculations separately, highly decreasing the fitting time. This
advantage is especially critical for the analytical fit, as it will be shown later on, because of the
larger number of free parameters involved which naturally slows down the computation.

We perform the multivariate analysis following two approaches. In the analytical approach, the
reference shapes for all the signals and backgrounds to be used in the fit are obtained by an
analytical model. In the Monte Carlo approach, the reference shapes are extracted by means of
accurate Monte Carlo simulations. In the following two paragraphs, I will describe the main ideas
beyond each one of the two approaches, comparing advantages and limitations. It is important to
note that the two methods are, to some extent, independent, and that the associated systematic
uncertainties are different. This double possibility for the multivariate fit provides an important
crosscheck for the analysis results.

4.2.1 Analytical fit

In this approach, the energy response function f(Np;E) used to convert the energy released in the
scintillator E into the reconstructed energy estimator Np, is derived analytically. In principle, the
analytical energy response function depends on a complex chain of parameters: the position where
the interaction takes place, the particle type, the scintillator and material properties, the detector
geometry, the electronics response features, the detector evolution and instabilities in time. In a
more practical way, since it is impossible to obtain an explicit analytical dependence taking into
account all these parameters, the adopted models make use of approximations and integration over
several of the listed parameters.

To illustrate the analytical model, we select the energy estimator Np as reference. The estimator
used in the analytical fit in this thesis, Ndt1 - n

p , is mainly a slight variant of Np (see Sec. 2.4.1) 4.

The expected reconstructed spectrum
dN

dE
(Np) for a given species can be obtained by convoluting

the correspondent theoretical energy spectra
dN

dE
(E) with the energy response function f(Np;E):

dN

dE
(Np) =

Emax∫
Emin

f(Np;E)
dN

dE
(E) dE (4.5)

where
dN

dE
(E) is well-known for all the involved species, since it only depends on the interaction cross

section and on the event kinematics. The shape of the response function is generally characterized
by its central moments, mainly the mean and variance, and is modeled as a scaled Poisson function:

f(Np;E) =
m[Nps(E)]

[Np(E) s]!
e−m m =

[Np(E)]2

σ2
p(E)

s =
σ2
p(E)

Np(E)
(4.6)

4Extensions for other estimators, defined in Sec. 2.4.1, follow similar descriptions and can be found at Ref. [65]
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where the parameters m and s depend on the mean value Np(E) and variance σ2
p(E). The relation

between the mean number of collected photoelectrons Npe(E) and the event energy E, is given by
the sum of scintillation and Čerenkov contributions:

Npe(E) = Y0 · [Q(E) · E + fCh · FCh(E)] (4.7)

where Y0 [p.e./MeV] is the photoelectron yield at the detector center, Q(E) is the quenching factor,
FCh(E) describes the Čerenkov light dependence on energy for electrons, fCh weights the relative
importance of scintillation and Čerenkov light emissions. The mean number of Np(E) can be now
derived as [65]:

Np(E) = Ntot

[
1− e−µ (1 + ptµ)

]
(1− gCµ) µ =

Npe(E)

Ntot
(4.8)

gC is named geometrical correction factor, which takes into account in an effective way the impact
of non-homogeneities in light collection to the Np mean value; it is usually computed analyzing pure
e− Monte Carlo samples for several energies, simulated throughout the whole dataset of interest.
pt is the fraction of a single photoelectron charge spectrum below the electronics threshold, and it
is calculated from early calibration measurements.

The Np variance instead (σ2
p(E)) can be modeled separately for α and β events:

σ2
pα(E) = feq [1− (1 + v1)p1]Np(E) + vαTN

3
p (E) (4.9)

σ2
pβ(E) = feq [1− (1 + v1)p1] Np(E) + vα0N

3
p (E) (4.10)

+ vqT

(
µ
p0

p1

)2

N2
p (E) + vN Np(E) (4.11)

where the introduced parameters are:

• feq: equalization factor, i.e. the ratio between number of active PMTs and the Ntot = 2000

PMTs reference configuration number;

• v1: relative variance of PMT triggering probability;

• p1 = 1− e−µ: probability that a specific PMT is fired;

• p0 = e−µ: probability that a specific PMT is not fired;

• vαT : width of 210Po peak;

• v0
T : related to the spatial non-uniformity of the number of fired PMTs;

• vqT : related to the non-uniformity of light collection;

• vN : intrinsic resolution parameter for β events.

Most of the parameters listed above are determined from calibrations and are fixed in the fit thanks
to calibration runs or independent lab measurements (quenching-related parameters, kβ , fCh, pt, gC ,
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v1, v
q
T ). However, some of them are left free to vary in the fit procedure: the light yield parameter

Y0, which drives the energy scale, and the energy resolution parameters v0
T , vN and vαT .

The reference shapes built with the analytical approach, in the Ndt1 - n
p reconstructed energy variable,

are shown for neutrinos and backgrounds in Fig. 4.7. The four neutrino shapes (pp-ν, pep-ν, 7Be-ν,
CNO-ν) are shown in light blue lines. To build these shapes, the detector response parameters
described in Sec. 4.2.1 have been fixed to Phase-II analysis values. The lower energy threshold set
for the histograms is Ndt1 - n

p = 85 (E ≈ 0.19 MeV), matching the lower energy threshold for the
Phase-III-TMP analytical fit.

The reference shape for pile-up events must be computed separately. We remind that pile-up events
are the result of two uncorrelated events that fall in the same trigger acquisition window so close in
time that they cannot be identified separately, and are therefore detected as a single event. In the
analytical approach, the pile-up contribution is calculated for each of the species involved in the fit.
The most relevant components of the pile-up spectrum are:

• 14C overlapped with another 14C;

• 14C overlapped with 210Po ;

• 14C overlapped with external γ;

where the external γ are events without enough energy to induce the trigger condition because they
lost most of their energy in the buffer. Note that 14C is always involved in the pile-up process because
of its dominant interaction rate in Borexino (≈ 40 Bq/100t), if compared to all the other species.
In particular, the 14C-14C couple dominates the pile-up spectrum in the 160 keV . E . 265 keV

range.

Since it is impossible to build the pile-up reference shape in a full analytical way, two possible
semi-empirical data-driven methods are employed [137, 63]:

• Convolution method. In this approach, the pile-up spectrum is given by the mathematical
convolution of spectral shape of each species with the spectrum of random events. The typical
spectrum for random events is obtained from a dedicated trigger, and is acquired during
regular data taking with a 0.5 Hz frequency [39].

• Synthethic method. The algorithm for the synthetic pileup production considers the hits
recorded within a time interval of duration dti (230 ns for dt1 variables) in the second half
of the acquisition gate5 and superimposes them with the primary cluster, which caused the
trigger to occur and is placed at the beginning of the DAQ gate. These synthetic events are
then processed with the standard reconstruction code. The pileup spectrum is defined as the
set of synthetic events whose energy estimator is increased by at least Emin, with respect to
the corresponding original event, after the overlapping of the additional hits [162, 39]. An
example of synthetic pile-up spectrum can be seen in Fig. 4.8.

In summary, in the analytical fit, in which the reference shapes are built by means of an analytical
model, the rates of each signal and background components are left free to vary in the fit, together

5It is worth to remind that for every triggered event, we register all the hits in a time window of 16.5µs, which is
much longer than the cluster duration (typically around 1µs).
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with the light yield and the detector resolution parameters. The possibility to adapt the energy
response makes the fit able to finely adjust on data, especially in case of physical changes of the
detector response. On the other hand, due to the larger number of free parameters and to the
possible correlations between them, this approach shows less stability with respect to the Monte
Carlo one.

4.2.2 Monte Carlo fit

In the Monte Carlo approach, the energy reference shapes are built by the optimized and tuned
simulation code developed by the Borexino collaboration, described in Chapter 5. For each signal
and background species, events are generated through massive simulations following the detector
evolution in time. The simulated events then undergo the same selection cuts applied to the real
dataset, and are processed by the Echidna reconstruction code. The reference PDFs obtained by
these simulations are then properly normalized.

All the species, with the exceptions of γ external background and 14C, are simulated in a spherical
volume with 3.75 m radius. The chosen number of generated events is proportional to the run
effective livetime and in the same time is set to largely exceed the number of detected events on
data: 50 times higher for external backgrounds, 200 times higher for the all the other species except
for 14C. In this way, the statistical uncertainty of the Monte Carlo simulations (and PDFs) can
be neglected. The 14C case must be treated separately because of its extremely high statistics,
40 Bq/100t = 3.46 · 105 cpd/100t. Therefore, since simulations matching the real 14C abundance
are unfeasible, the commonly simulated 14C PDFs are built with ∼ 1/3 of the real data statistics,
resulting in a worse statistical error with respect to data. This criticity is handled considering a
scaled poisson distribution in the likelihood computation for very low energy bins [39, 163]: the
data statistics is scaled to the Monte Carlo one, with an artificial increasing of the errors, implying
a weakened importance of the likelihood computation for this energy region.

The simulation of γ external background due to PMT radioactivity requires a different strategy, since
the tracking from PMTs until the inner FV is extremely time consuming. A dedicate importance
sampling algorithm have been employed, with the aim to optimize the computational efficiency of
the simulation. More details about the events generation can be found in Ref. [162, 163].

Except for the external background, the only event type which may show significant non-homogeneities
in the scintillator is 210Po ; in Chapter 6 the spatial distribution and time stability of 210Po will be
extensively discussed. In order to take into account second order effects in the detector response due
to non-homogeneities, 210Po is simulated following its real spatial distribution and time evolution
extracted by data. We remind that 210Po is the only relevant α-decaying isotope and that its decay
events can be finely isolated by means of a α/β discrimination variable cut (see Sec. 2.4.1).

The simulation of pile-up is performed superimposing Monte Carlo events belonging to different
categories: two events are overlapped, introducing an artificial time correlation [162]. The time
correlation is typically created by sampling a random delay between the events in a selectable
range (typically equal to a few µ s). The output created in this way is then processed through the
standard electronics simulation and reconstruction code. The pile-up spectrum is simulated only for
the three most relevant contributions, given by the combination of 14C− 14C events, 14C− 210Po

events or 14C−external background events. An example of Monte Carlo pile-up spectrum can be
seen in Fig. 4.8.
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In conclusion, the Monte Carlo fit employs reference PDFs produced by the Borexino Monte Carlo
code that will be described in detail in Chapter 5, along with my work on its upgrade. The only
parameters left free to vary are the neutrino and background rates, since the detector response
(energy scale, resolution effects, non-uniformities and non-linearities) is implicitely taken into
account by the Monte Carlo simulations. This makes the Monte Carlo fit more stable then the
analytical one, thanks to the lower number of free parameters, but in the same time less flexible to
adjust to non-predicted variations of the detector response.

Exceptions to the complete fixing of the detector response parameters are given by the α (210Po

) and 11C events energy scales: these two parameters are left free to vary such that fine-tunings
at the ∼ 1% level can take place. In the first case, the fine scale adjustment is motivated by the
large statistics in 210Po in real dataset, higher than the one of calibration runs available for the
tuning of the α response parameters 6. The natural consequence is that it is not possible to achieve
a 0.5% uncertainty (corresponding to 1 hit over 200) for the 210Po energy peak, which is the most
crucial Borexino background after 14C. For what concerns 11C, it is the only β+ event present in
the Borexino spectrum: the slightly different energy deposition processes involved in the formation
of ortho-positronium justifies this small energy scale adjustments.

6Especially for the earlier years of Phase-II.
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Figure 4.7: Examples of energy reference shapes built with the analytical approach in
the Ndt1 - n

p reconstructed energy variable. The four neutrino shapes (pp-ν, pep-ν, 7Be-ν, CNO-ν)
are shown in light blue lines, while the background species in other colors lines. In this case, the
detector response parameters described in Sec. 4.2.1 have been fixed to the Phase-II analysis values.
In the analytical fit, these detector response parameters are left free to vary.
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Figure 4.8: Examples of synthetic (black histogram) and Monte Carlo pile-up spectra.
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4.3 Multivariate fit for Phase-III-TMP dataset with fixed
CNO-ν rate

In the following, the results of Phase-III-TMP dataset multivariate analysis are shown in the so
called pp chain configuration, for the determination of interaction rates of pp chain neutrinos. This
fit configuration has been extensively used for the Phase-II analysis, leading to the simultaneous
determination of all the pp chain solar neutrino rates [39, 63]. Throughout this Chapter, it will be
mainly used as a preliminary crosscheck for Phase-III-TMP dataset before performing the fit in the
CNO configuration, dedicated to the search of CNO-ν signal, which will be employed in the final
Chapter 7.

In the pp chain configuration, all the interaction rates from pp chain neutrinos are left free to vary in
the fit (with the exception of 8B-ν, which is fixed to HER Phase-II analysis result), while the CNO-ν
rate is fixed according to the HZ-SSM predictions RHZ−SSM(CNO - ν) = 4.92± 0.78 cpd/100t. The
14C background is constrained by a gaussian 40± 1 Bq pull term, according to Eq. (4.4).

4.3.1 Analytical fit in Phase-III-TMP with CNO-ν rate fixed

The results of the analytical multivariate fit, performed in the pp chain configuration on Phase-III-
TMP dataset, are shown in Fig. 4.9. The fit is performed over the 85 ≤ Nn

h ≤ 950 reconstructed
energy range (0.19 MeV . E . 2.9 MeV of the scattered e−), including also the lowest energy part
of the spectrum, dominated by 14C and pp-ν events. Energy spectra for the TFC-subtracted (left)
and the TFC-tagged (right), along with residuals (bottom panels) are shown in Fig. 4.9. The sum
of the individual components from the fit (black lines) is superimposed on the data (grey points).

The interaction rates for the species are reported in Tab. 4.1. The results of the fit are good, as
quantified by a low χ2/NDF = 1.21, in the same line with the one obtained for the Phase-II analysis
published in Ref. [39]. The residuals don’t show particular structures nor anomalies. Most of the
rates extracted by the fit are consistent with the ones obtained in the previous Phase-II analysis.

However, there is an issue related to the pp-ν rate, which is the most relevant contribution
at low energy left free to vary. The resulting rate RBx - III(pp - ν) = 174.2 ± 12.7 cpd/100t is
significantly discrepant with respect both to the SSM predictions and to the Borexino Phase-II
best estimate (respectively, RBx - II(pp - ν) = 134.6 ± 10+6

−10 cpd/100t [39] and RSSM - HZ(pp - ν) =

132.2 ± 1.4 cpd/100t). This discrepancy is an indication that something is going on in the low
energy region of the spectrum, for reasons to be understood.

Sources for this low energy anomaly are not fully understood yet, and the analysis team is strongly
focusing on it. I have investigated some of the possible explanations:

• Detector response function. A possible reason of the anomalous result described above
could be researched in the loss of resolution due to the decreasing number of working PMTs as
a function of time. I recall in fact that Borexino is losing working PMTs since the beginning
of its data taking in 2007, with a nearly constant rate of ∼ 70 PMTs/year. If the analytical
model does not reproduce correctly the impact of the PMT loss on the detector response
as a function of time, this may introduce a bias in the output of the fit. In order to test
this hypothesis, I tried to vary some of the response function parameters that were fixed in
the fit, as explained in Sec. 4.2.1, like gC (which takes into account the uniformity of the
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Figure 4.9: Analytical fit for Phase-III-TMP dataset with CNO-ν rate fixed: TFC-
subtracted (left) and TFC-tagged (right) energy spectra (top panels), with residuals (bottom
panels). The sum of the individual components from the fit (black lines) is superimposed on the
data (grey points). The analysis has been performed within the 85 ≤ Ndt1 - n

p ≤ 900 energy window
(0.19 MeV . E . 2.9 MeV of the scattered e−). The residuals are calculated in every bin as the
difference between the data counts and the fit result, divided by the square root of the data counts.
The interaction rates are reported in Tab. 4.1.

response function) or fCh (which is related to the Čerenkov light contribution to the total
number of photons). The result of the fit are robust with respect to small variations of these
parameters. Note that I varied these parameters within the limit allowed by the model and by
the calibrations data. In conclusion, the pp-ν rate anomaly is not solved by small fine-tunings
of the energy response function.

• Pile-up modeling approach. I investigated the possibility that the anomaly could be due
to the pile-up convolution method which, for some unknown reasons (possibly again related
to the loss of active PMTs in time), could be not performing correctly in the latest years.
In order to check this hypothesis, I performed the fit using the synthethic pile-up method,
instead of convolution one. I recall that this is a second method to treat pile-up, in which its
reference PDF is built from data themselves (see Sec. 4.2.1). The results of the fit performed
with synthetic pile-up are shown in Tab. 4.2; they are consistent with those obtained with
convolution method, and pp-ν rate is still significantly high.

• Identification of a critical Phase-III-TMP subperiod. In order to understand the
origin of the problem, I have tried to perform the fit on three independent sub-periods of
Phase-III: Phase-III-A (2016 July - 2017 July), Phase-III-B (2017 July - 2018 July) and
Phase-III-C (2018 July - 2019 June). The results are shown in Fig. 4.10 for the most important
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Analytical fit results [cpd/100t], 85 ≤ Ndt1 - n
p ≤ 900 range

pp chain configuration

pp-ν 174.2± 12.7
7Be-ν 47.4± 1.1

CNO-ν 4.92 [fixed]
pep-ν 3.18± 0.33
8B-ν 0.46 [fixed]
14C 39.95± 0.21 [constrained]

210Bi 9.0± 1.3
11C 27.2± 0.3
85Kr 10.2± 1.5
210Po 45.82± 0.53

214Bi (ext.bkg.) 2.80± 0.40
40K (ext. bkg.) 0.15 [fixed]

208Tl (ext. bkg.) 4.51± 0.21

χ2/NDF 1.21

Table 4.1: Analytical fit in pp configuration for Phase-III-TMP dataset: results. The
analytical multivariate fit is performed in the 85 ≤ Ndt1 - n

p ≤ 900 reconstructed energy range
(0.19 MeV . E . 2.9 MeV of the scattered e−). The pp chain configuration is adopted, i.e. the
neutrinos rates from pp chain are left free to vary in the fit (with the exception of 8B-ν, which
is fixed to HER Phase-II analysis result), while CNO-ν rate is fixed according to the HZ-SSM
predictions RHZ−SSM(CNO - ν) = 4.92± 0.78 cpd/100t. The 14C background is constrained by a
gaussian pull term 40± 1 Bq. The results of the fit for neutrino and background rates (in cpd/100t
units, except for 14C in Bq/100t), and the χ2/NDF, are reported.

species: pp-ν, 7Be-ν, 85Kr, 210Bi . The main conclusion of this study is that the anomaly is
present only in the last year (Phase-III-C) where R(pp - ν) = 223± 36 cpd/100t, while the
other two years the situation seems to be under control. Note also that in Phase-III-C the
high pp-ν rate seems to be correlated with anomalous 7Be-ν and 85Kr results.

More detailed studies show that the problematic data seems to be confined in time to the
second semester of 2018. More work is needed to pinpoint the cause of the problem. Meanwhile,
I will perform the fit for the CNO-ν extraction only in the higher 140 ≤ Ndt1 - n

p ≤ 900 renergy
range (330 keV . E . 2.9 MeV of the scattered e−), which seems unaffected by this issues
(see Chapter 7). We will show that Borexino is anyway sensitive to a CNO-ν signal, even in
this fit restricted energy range.

4.3.2 Monte Carlo based fit in Phase-III-TMP for the pp chain analysis

As discussed in Sec. 4.2.2, the Monte Carlo fit is an alternative way to perform the multivariate
analysis to extract the solar neutrino rates. As will be discussed in details in Chapter 5, the Monte
Carlo fit was showing some problems in fitting data after 2016, making it impossible to analyze the
Phase-III-TMP dataset with this method. After a long work of debugging, upgrade and re-tuning
in which I have been heavily involved, the problem was fixed and the Monte Carlo can now fully
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Figure 4.10: Analytical multivariate fit results for Phase-III-TMP yearly sub-periods
with CNO-ν rate fixed.. Yearly profiles for pp-ν, 7Be-ν, 85Kr and 210Bi best estimates. CNO-ν
and pep-ν rates are fixed to HZ-SSM predictions. The blue and yellow horizontal bands correspond
respectively to the 1σ LZ-SSM and HZ-SSM predictions for the pp-ν and 7Be-ν interaction rates.

reproduce data after 2016, as will be discussed thoroughly in Chapter 5.

Here I show the first results of the Monte Carlo based fit in the pp chain configuration for Phase-
III-TMP dataset. The fit is performed over the 140 ≤ Nn

h ≤ 950 reconstructed energy range, that
corresponds to 330 keV . E . 2.9 MeV of the scattered e−. I had to leave out the lowest energy
part of the spectrum, because the pile-up Monte Carlo reference PDFs, whose contribution is crucial
for this energy range, are currently being simulated after the major Monte Carlo upgrade.

The results of the fit are shown in Fig. 4.11 and reported in Tab. 4.3. We can see that the
χ2/NDF = 1.30 and associated residuals are good, and that the neutrino and background rates in
output from the fit are consistent with the previously published results of Phase-II [39].
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Analytical fit results [cpd/100t], 85 ≤ Ndt1 - n
p ≤ 900 range

pp chain configuration, synthetic pile-up

pp-ν 166.5± 20.0
7Be-ν 47.4± 1.1

CNO-ν 4.92 [fixed]
pep-ν 3.19± 0.34
8B-ν 0.46 [fixed]
14C 39.94± 0.22 [constrained]

210Bi 9.0± 1.3
11C 27.3± 0.3
85Kr 10.3± 1.5
210Po 45.79± 0.54

214Bi (ext.bkg.) 2.80± 0.40
40K (ext. bkg.) 0.15 [fixed]

208Tl (ext. bkg.) 4.51± 0.21

χ2/NDF 1.21

Table 4.2: Analytical fit for Phase-III-TMP dataset with synthethic-pile-up and with
CNO-ν rate fixed: results. The analytical multivariate fit is performed in the 85 ≤ Ndt1 - n

p ≤ 900

reconstructed energy range (0.19 MeV . E . 2.9 MeV of the scattered e−), in the pp chain
configuration and employing the synthethic pile-up method. The results of the fit for neutrino and
background rates (in cpd/100t units, except for 14C in Bq/100t), and χ2/NDF, are reported.

4.4 Conclusions

The strategy for the background reduction in the solar neutrino analysis in Borexino has been
described, along with the multivariate fit procedure according to the two complementary approaches
to obtain the reference shapes (analytical and Monte Carlo approaches). These techniques have
been designed by the collaboration for the determination of the pp-chain neutrino fluxes (Sec. 2.5.1),
and will be extensively used in the next chapters for the determination of CNO neutrinos on the
Phase-III-TMP dataset (Chapter 7).

As a preliminary crosscheck, both the analytical and Monte Carlo based multivariate fits have been
performed on the Phase-III-TMP in the pp chain configuration (i.e. pp chain neutrinos rates are
left free to vary, while CNO-ν is constrained according to HZ-SSM predictions). In both cases,
results are compatible with respect to the Phase-II analysis ones.

The fit results in pp chain configuration shown in this Chapter can be considered as preliminary (and
successful) crosschecks, confirming the robustness of the two fit approaches on the Phase-III-TMP
dataset. Therefore, given the upgrade of Monte Carlo simulations and the 210Bi rate independent
determination, that will be described in the following Chapter 5 and Chapter 6, it will be possible
to proceed with the CNO-ν determination analysis in Chapter 7.



4.4 Conclusions 141

200 300 400 500 600 700 800 900
n
hN

1

10

210

310

410

 1
.0

0 
np

e)
×

10
0t

 
×

E
ve

nt
s 

/ (
da

y

Bi210 C11 Bi214Ext K40Ext 
Tl208Ext Kr85 Po210 B)8(ν

Be)7(ν (CNO)ν (pep)ν
 100 tons×Data from 395.841 days 

-2ln(L) 14050.0 p-value 0.070
/NDF 2030.7 / 1565 = 1.2982χ

2−

0

2

D
D

-M
 / 

200 300 400 500 600 700 800 900

h
nN

1

10

210

310

410

 1
.0

0 
np

e)
×

10
0t

 
×

E
ve

nt
s 

/ (
da

y

C10 C11 He6 Po210

 100 tons×Data from 249.807 days 
-2ln(L) 14050.0 p-value 0.070

/NDF 2030.7 / 1565 = 1.2982χ

2−

0

2

D
D

-M
 / 

Figure 4.11: Monte Carlo fit for Phase-III-TMP dataset with CNO-ν rate fixed: TFC-
subtracted (left) and the TFC-tagged (right) energy spectra (top panels), with residuals (bottom
panels). The sum of the individual components from the fit (black lines) is superimposed on the
data (grey points). The analysis has been performed within the 140 ≤ Nn

h ≤ 950 energy window
(330 keV . E . 2.9 MeV of the scattered e−). The residuals are calculated in every bin as the
difference between the data counts and the fit result, divided by the square root of the data counts.
The interaction rates are reported in Tab. 4.3.



4.4 Conclusions 142

MC fit results [cpd/100t], 140 ≤ Nn
h ≤ 950 range

pp chain configuration
7Be-ν 46.8± 1.4

CNO-ν 4.92 [fixed]
pep-ν 2.72± 0.29
8B-ν 0.46 [fixed]
210Bi 13.2± 2.3
11C 27.0± 0.3
85Kr 10.0± 1.8
210Po 51.44± 0.5

214Bi (ext.bkg.) 3.62± 0.45
40K (ext. bkg.) 0.15 [fixed]

208Tl (ext. bkg.) 5.08± 0.22

χ2/NDF 1.30

Table 4.3: Monte Carlo fit for Phase-III-TMP dataset with CNO-ν rate fixed: results.
The Monte Carlo multivariate fit is performed in the 140 ≤ Nn

h ≤ 950 reconstructed energy range
(330 keV . E . 2.9 MeV of the scattered e−). The pp chain configuration is adopted: pep-ν
neutrinos rates from pp chain are left free to vary in the fit, 8B-ν is fixed to HER Phase-II analysis
result, while CNO-ν rate is fixed according to the HZ-SSM predictions RHZ−SSM(CNO - ν) =

4.92± 0.78 cpd/100t; pp-ν is not included due to the restricted energy range. The best estimates
for neutrino and background rates (in cpd/100t units), and the χ2/NDF, are reported.



Chapter 5

The Monte Carlo simulation of the Borexino
detector for the CNO neutrinos analysis

An accurate and validated simulation is essential for any particle experiment and Borexino makes no
exception. As discussed in the previous Chapter, the multivariate fit to extract the CNO neutrinos
signal is crucially based on the comprehension of the Borexino response function, which can be
obtained through a detailed Monte Carlo simulation [39, 136, 138, 162].

The Borexino Monte Carlo code [162] is a simulation package, based on Geant4, which includes all
the processes occurring in the Borexino detector, from the energy deposition, to the light emission,
propagation and detection, up to the signal processing. The simulation needs in input a large
set of parameters, mainly related to the different material properties. Many of these parameters,
like the scintillator features, have been measured before the Borexino construction in small scale
laboratory tests. However, even those parameters needed to be adjusted and fine-tuned in the
realistic experimental conditions. This was done thanks to an extensive campaign of calibrations
with radioactive sources, which was carried out in 2009 and allowed to define the values of all
input parameters [65, 164]. After this tuning, the Monte Carlo simulation was able to reproduce
the relevant physical quantities characterizing the event, such as the reconstructed position, the
energy scale, and in general, the detector response as a function of position at the ≈ 1% level over
a r < 3 m Fiducial Volume and in a wide 0.1 MeV . E . 3 MeV energy rande.

The excellent accuracy reached by the Monte Carlo simulations was one of the key elements which
led to the numerous Borexino publications on the so-called Phase-II dataset (Dec 2011 - May 2016)
including the comprehensive measurement of pp-chain solar neutrino fluxes, discussed in Sec. 2.5.1
and Sec. 2.5.2 [39]. However, after 2016 the Monte Carlo simulations failed to reproduce data
with the required precision. This showed up as inconsistencies in the energy scale when trying to
fit data using the signal and background reference shapes obtained from simulations. Together
with the Borexino analysis team I devoted a significant effort to solve this issue, which would have
prevented us to perform the Monte Carlo fit on the Phase-III dataset, dedicated to CNO-ν analysis
which started in July 2016. The problem was found to be related to the photomultiplier quantum
efficiencies (QE) which are given as input to the simulations and are calculated from data on a
weekly basis. After reviewing and improving the code which calculates the QE, the Monte Carlo
input parameters have been re-tuned and the reference energy shapes for signal and backgrounds
have been produced again. This has solved the problem and now it is possible to perform the Monte
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Carlo fit also on Phase-III data.

This Chapter is organized as follows. Sec. 5.1 reviews the Borexino simulation chain to generate a
physical event: the particle interaction and energy loss in the scintillator (Sec. 5.1.1), the photon
emission and propagation (Sec. 5.1.2), the electronic readout and trigger condition (Sec. 5.1.3).
Sec 5.2 illustrates the Borexino calibrations, used to tune the Monte Carlo parameters. The problem
of Monte Carlo simulations after 2016 is addressed in Sec. 5.3. The quantum efficiency topic, along
with their role in explaining the previously mentioned puzzle, is illustrated in Sec. 5.4. My work
on the quantum efficiency validation and on the Monte Carlo tuning is extensively described in
Sec. 5.5 and Sec. 5.6 respectively. The simulations of the Phase-III-TMP reference PDFs for the
Monte Carlo multivariate fit are outlined in Sec. 5.7; the fit results are shortly described in Sec. 5.8.
Conclusions will be outlined in Sec. 5.9.

5.1 Simulation chain basic steps

The Monte Carlo simulation for Borexino events consists in a chain of numerical codes performing
the following steps [162]

1. Event generation: classes for the generation of solar neutrinos, calibration sources, radioac-
tive decays, anti-neutrinos.

2. Energy loss: for each particle, the energy loss in the materials is simulated.

3. Scintillation photon production and tracking: the number and the wavelength of
scintillation or Čerenkov photons are simulated according to the particle type, the energy and
the material in which the energy is deposited. Then, they are individually tracked during
their path, taking into account the possible interactions with the detector materials. The
tracking is completed when photons reach a PMT or are absorbed.

4. PMT signal generation and processing: if a PMT is fired, the code simulates the
photoelectron generation, according to the PMT quantum efficiency, and the processing of
the pulse signal following the electronic chain. The trigger condition is also checked.

The first three steps are handled by g4bx2, a code for simulation and tracking mainly based on the
Geant4 platform, optimized according to the Borexino geometry and involved processes; it includes
classes for handling geometry, light tracking, detector response, up to the photon absorption or
interaction with a photocatode. The simulation of the electronic chain, from the photoelectron
generation up to the trigger condition, is performed by bxelec, a sofware developed by the Borexino
collaboration. The result of the whole simulation chain is a raw data file with same structure as
the one produced by the Borexino data acquisition system; at last, it is analyzed by Echidna, the
Borexino event reconstruction code which also is used for the reconstruction of real data. The
Borexino Monte Carlo simulation steps are now reviewed with more detail.

5.1.1 Event generation

The physics of particle interactions and propagation inside the detector is managed by the Geant4
platform, both for primary and secondary particles (e±, γ, α, νe, νe, µ, n, ions, and so on) [162].
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Radioactive decays are handled by the Geant4 code which, for most of the radionuclides, provides
the isotope daughter spectra and the decay branching ratios. The only exceptions are given by 14C

and 210Bi backgrounds: dedicated generators have been developed by the Borexino collaboration,
allowing to vary the β spectrum shape parameters if needed. In these two cases, in fact, the shape
factors are known with large errors and we needed to check how this uncertainty propagates to the
multivariate fit results. Solar neutrinos are simulated via a dedicated generator, which takes into
account their energy and the related flavor oscillation probability, as well as the elastic νe − e−
cross sections, including radiative corrections [162].

5.1.2 Photons generation and light tracking

The Borexino scintillator is made of pseudocumene (PC) mixed to 1.5 g/l of PPO as solute;
the energy deposited after an interaction is firstly transferred to PC and then to PPO mainly
through non-radiative processes. The de-excitation of π electrons is responsible for the emission of
scintillation photons. The scintillation light is simulated following the PC+PPO emission spectrum
shown in Fig. 5.2 by the black points, which peaks at ≈ 380 nm wavelength.

Figure 5.1: Examples of α and β events scintillation time profiles: 214Po for α events, in red
line, and 214Bi for β events, in black line.

The scintillation light yield, which represents the number of emitted photons per MeV of deposited
energy, is one of the most important input parameters of the Monte Carlo simulations, and has been
fine-tuned on calibration data resulting in Y0 = 1.36 · 104 photons/MeV. The time distribution of
the emitted photons is described as the sum of four exponential profiles with different time constant
τi; examples of the full scintillation time profiles are shown in Fig. 5.1.

The relative weights of each exponential curve, wi, along with the corresponding τi, have been
measured for pseudocumene in small scale laboratory tests, but have been fine-tuned analyzing the
calibration data. The wi and τi values after tuning are reported in Tab. 5.1, along with the other
main quantities given as input to the Monte Carlo simulations [162, 163]; note that these quantities
are different for α and β events. This difference is at the basis of the pulse-shape discrimination
technique. The simulation takes also into account the Čerenkov light: the Čerenkov spectrum
extends up to the far ultraviolet region, which in principle is not detectable by the PMTs, but
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Figure 5.2: PC and PC+PPO emission wavelength spectra, respectively in green and
black markers. The measured PMT quantum efficiency as a function of wavelength is shown by the
red triangles. The PPO solute acts as a wavelength shifter, matching the final emission spectrum
towards the QE peak region and therefore optimizing the light collection.

Čerenkov photons can be absorbed by the scintillator and re-emitted at lower wavelengths. However
their contribution is small in Borexino, amounting to ≈ 1% of the scintillator photons emitted at
1 MeV.

The light tracking is performed on a photon by photon basis. All the possible interactions with
the single components of the detector are taken into account, including the Rayleigh scattering,
the absorption and the re-emissions due to PPO and DMP molecules. The optical interactions
with the detector materials and material interfaces (nylon vessel) and surfaces (reflections on
light concentrators, SSS and PMT photocathodes) are effectively accounted for through a set of
parameters for each component of interest [162].

5.1.3 Photoelectron signal and readout electronic

The electronic simulation code reproduces the electronic chain and the trigger system response,
based on the information of the PMT pulse times. Each one of the 2212 Borexino PMTs has slightly
different light detection efficiency, due to intrinsic differences of photocathodes. To guarantee an
accurate reproduction of the reconstructed energy, the PMT photocathode parameters cannot be
considered equal a priori. The PMTs quantum efficiencies (QE) need to be given as input to the
simulation chain as a function of time, to account for possible variation of the PMTs performance,
and need to be calculated by data on periodic basis. This is a crucial issue which has proven to be
the cause of the problem with Monte Carlo after 2016, as will be explained in Sec. 5.4.
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Parameter
β events α events

Meas. Tuned Meas. Tuned

τ1 [ns] 3.95 3.7 4.15 3.9
τ2 [ns] 23.56 24 19.90 26
τ3 [ns] 78.86 60 99.91 110
τ4 [ns] 546.4 600 617.2 630

w1 0.933 0.889 0.679 0.674
w2 0.024 0.055 0.144 0.146
w3 0.022 0.027 0.102 0.103
w4 0.021 0.029 0.075 0.077

Y0 [photons/MeV] 1.10 · 104 1.36 · 104

k [cm ·MeV−1] 0.0109 0.01098 0.012 0.01055

Table 5.1: Monte Carlo simulations: input parameters for the reproduction of the
scintillator response [162, 163]. The measured columns refer to the values determined by small
scale tests in laboratory, while the tuned columns indicate the values after the Monte Carlo tuning.
The four τi represent the time constant for each of the four exponential time distributions of the
scintillator emitted photons, with relative weight wi. Y0 is the scintillator light yield, expressed in
scintillation photons for 1 MeV of deposited energy. kα and kβ are the quenching Birks parameters,
describing the non linearity in energy deposition.

5.2 Detector calibrations and Monte Carlo tuning

Calibrations have been exploited to achieve a better comprehension of the detector response, namely
to determine the energy scale, to describe non-linearity effects, and to study the detector response
dependence on position, energy, trigger efficiency [164]. On the Monte Carlo side, they are a
fundamental pawn to tune the simulations input parameters, to study extensively the agreement
with data in order to validate the simulation chain.

5.2.1 Borexino calibration campaigns

Four Borexino calibration campaigns have been carried out between October 2008 and July 20091:
α, β, γ and neutron sources were deployed in about 300 positions inside the detector active region.
The largest part of the calibration points is located in positions with radial distance from the
detector center r lower than 3 m, covering the FVs of interest for the solar neutrino analyses. Overall,
the four internal calibration campaigns lasted for 54 days with a duty cycle of 65%. The sources
used during the calibration campaigns are reported in Table 5.2.

Even though the Borexino internal calibration system was designed and built following very strict
requirements on radiopurity, the calibration campaigns always carry a non-zero risk of contamination.
For this reason, internal calibrations have been performed more than one year after the beginning of
Borexino data acquisition, when a significant sample of good data had been collected. Comparing
data acquired before and after each calibration campaign, it has been possible to search for any

1October 2008 (I), January 2009 (II), June 2009 (III), and July 2009 (IV).
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Source Type E [MeV] Position Motivation
57Co γ 0.122 IV volume Energy scale
139Ce γ 0.165 IV volume Energy scale
203Hg γ 0.279 IV volume Energy scale
85Sr γ 0.514 z axis + R < 3 m sphere Energy scale + FV
54Mn γ 0.834 along z axis Energy scale
65Zn γ 1.115 along z axis Energy scale
60Co γ 1.173, 1.332 along z axis Energy scale
40K γ 1.460 along z axis Energy scale

222Rn− 14C
γ, β 0− 3.20 IV volume FV + uniformity
α 5.5, 6.0, 7.4 IV volume FV + uniformity

241Am− 9Be n 0− 9 sphere R < 4 m Energy scale + FV

394 nm laser photons - center PMT equalization

Table 5.2: Radioactive sources used during the Borexino internal calibration cam-
paigns [164]. The radionuclides, the emitted particle types and the decay energies are shown in
the first three columns. The fourth column indicates the positions where the sources have been
deployed within the scintillator. The main purposes for the individual source measurements are
summarized in the fifth column; the "FV" notation indicates that sources have been used to study
the systematics on the position reconstruction, in particular within the r < 3 m region.

hints of any calibration-induced contamination. This analysis showed that the global internal
calibration program left no detectable evidence of impurities [164].

In the following, the radioactive sources used for calibrating the detector are discussed in more
details:

• 222Rn−14C source. 182 calibration points have been scanned with a 222Rn− 14C compound
source which provides α, β , and γ events across a large energy window (0 MeV < E <

3.2 MeV). The 222Rn chain consists of three α emitters: 222Rn, 218Po and 214Po, with
energies of 5.5 MeV, 6.0 MeV and 7.4 MeV, respectively. Due to the high quenching factor
(≈ 12), α particles produce an equivalent energy around 400 keV (see Sec. 2.4.1). Moreover,
the 222Rn− 14C source provides two β/γ emitters 214Pb and 214Bi with endpoints of 1.0 MeV

and 3.2 MeV, respectively. The 222Rn− 14C sources used in the calibrations were prepared
with an initial activity of ∼ 100 Bq.

• γ sources. Mono-energetic γ sources contributed crucially to the knowledge of the detector
energy response, determining the absolute energy scale and the non-linearities. Several sources
have been employed, as reported in Tab. 5.2, spanning a wide energy range which ranges from
a 0.122 MeV minimum (57Co) to a 2.5 MeV maximum (60Co). The activity of each of the γ
sources employed was approximately 2 Bq [164].

• 241Am − 9Be neutron source. This is a fundamental source for what concerns the anti-
neutrinos analysis, since it allows to have available energy calibration points up to 10 MeV

and to scan the neutron capture efficiency in the detector volume. In particular, this set of
simulations would have been extremely useful for the SOX project (see Chapter 8), based
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on νe detection. A 241Am − 9Be neutron source, with a 10 Bq activity, was deployed in
thirty positions. Neutrons are produced via two main reactions, 9Be + α → n + 12C and
9Be + α→ n+ 12C∗, in which neutron energies reach 11 MeV and 6.5 MeV, respectively. The
second reaction also produces one or two γ rays with a total energy of 4.4 MeV from the 12C∗

de-excitation. These photons, together with the recoil protons from neutron scattering in the
medium, are responsible for a prompt scintillator signal. Afterwards, neutrons thermalize in
the scintillator in a τ ≈ 256µm mean time and are captured either on protons or 12C nuclei,
emitting characteristic capture rays 2.

• Laser source. During the third internal off z-axis calibration campaign, a dedicated 394 nm

pulsed laser system has been used to provide light to a diffuser ball located at the center
of the detector. The primary goal of the laser source calibration was to check the PMT
time synchronization independently from the main equalization system (see Sec. 2.4.1). The
standard PMT equalization is performed routinely by means of a multiplexed optical fiber
system, which delivers the laser light directly and simultaneously on each photocathode
[165]. During the laser source calibration runs, the laser and the detector were synchronously
triggered at 50 Hz at several different laser intensities.

5.2.2 Monte Carlo tuning strategy

The Monte Carlo tuning for Borexino is an intricated and delicate procedure, whose primary goal
is the optimization of the simulation code accuracy to reproduce the collected data. The strategy
adopted in the tuning is sketched in Fig. 5.3 and is briefly summarized hereafter, while the previously
shown Table 5.1 lists several of the tuned parameters for the detector response reproduction.

The tuning procedure is based on an iterative comparison of Monte Carlo simulations with 2008-2009
calibration data [162].

The first step is the optimization of the agreement with the measured uniformity of the detector
energy response, which is first of all driven by photon attenuation lengths and material reflectivities;
a dedicated tuning was performed thanks to the 14C−222 Rn calibration runs, analyzing the 214Po α

energy peak scale. The attenuation lengths for PC, PPO, DMP and nylon have been tuned through
multiplicative factors which scale the values previously measured in lab on small scale samples.
The light collection uniformity is also dependent on the concentrator reflectivities, which are tuned
through the optimization of ratio of the fired PMTs with and without light concentrators ("cone-no
cone ratio") and of the fired PMTs far (> 4 m) and near (< 4 m) from the source ("far-near ratio").
These two variables are not dependent on the energy scale and linearity.

The second step consists in the study of the time distribution of the collected light. The time
constants, the absorption-reemission delays, and the electronic response need to be tuned. α and β
low energy source data (mainly the α-decaying 210Po and the β-decaying 85Sr isotope) have been
analyzed, selecting runs with the sources deployed at the detector center: in this way, geometrical
effects due to anisotropy of photon propagation, and therefore of light collection, are removed. The
tuned value of attenuation lengths and reflectivities in the previous step are given as inputs.

The final and most important step is the tuning of the energy scale, analyzing the γ calibration
runs: this depends on the absolute scintillation light yield Y0, which drives the energy scale, on

2In addition, neutrons can be captured on iron, nickel and chromium nuclei of the stainless steel source insertion
arm, resulting in the emission of de-excitation γs with energies up to 9.3 MeV.
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Figure 5.3: Scheme of the Monte Carlo tuning strategy. Continuous boxes (blue) are
relative to β particles, while dashed ones (red) refer to α particles. Finer dashed boxes (black)
indicate sets of response parameters not depending on the particle type.

the Birks quenching parameter kβ , which describes energy non linearities, and marginally to the
yield of the Čerenkov light. β and α events energy scales are firstly commonly tuned, since these
two events categories share most of these parameters. Once these values are fixed by the previous
iteration, the α energy scale is separately refined through the Birks quenching parameter kα.

As hinted in the previous lines, the correlations between the large amount of parameters are one of
the main issues to address during the tuning. Once the tuning has been completed according to the
procedure described above, the simulation code is validated furtherly and tested on independent
datasets, as the 241Am-9Be calibration source data, the external background calibration data, and
the 210Po events selected over the 2012-2013 years.

5.2.3 Monte Carlo performances

After the tuning described above, Monte Carlo simulations match data very well: some exemplary
plots will be shown throughout this paragraph. The hit time distributions agreement is a key
step, since they critically affect all the time-related quantities, including the reconstructed position
and the pulse-shape discriminator variables. An example of data-Monte Carlo comparison and
agreement for reconstructed hit times, for a γ calibration example run, can be seen in Fig. 5.4.

A precise energy scale matching is as well crucial for a properly working simulation. The recon-
structed energy spectra of γ de-excitations from eight different calibration sources are reported in
Fig. 5.5, in terms of the Nn

h energy variable. This energy estimator counts the number of fired PMTs
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within the data acquisition time window, normalized to a fixed number of 2000 working PMTs (as
described in Sec. 2.4.1). The energy peaks, from left to right, belong to the 57Co, 139Ce, 203Hg,
85Sr, 54Mn, 65Zn, 40K and 60Co sources (see Tab. 5.2). These provide eight energy calibration
points covering most of the energy region of interest for Borexino, i.e., from as low as 122 keV (57Co
source) up to 2.5 MeV (sum of the two γ rays from 60Co source). Extracting the energy peak value,
it is possible to obtain the energy scale conversion. This was essential to fine-tune the Monte Carlo
code, which should reproduce the scintillator non-linear response over this relatively large range
of energies. The energy position and sigma of each γ source gaussian-like peak is reproduced by
Monte Carlo at the 0.8% level.

Figure 5.4: Data-Monte Carlo comparison and agreement for reconstructed hit times, i.e. the
hit time distribution corrected for the time of flight in ns, for a γ calibration example run.

Figure 5.5: Energy spectra of γ isotopes from eight different calibration sources expressed in
terms of the Nn

h energy variable, along with the Monte Carlo predicted spectrum. The peaks from
left to right belong to the 57Co, 139Ce, 203Hg, 85Sr, 54Mn, 65Zn, 40K and 60Co sources.

For what concerns the energy response as a function of position, we know that many factors
can contribute to a non uniform response: the light absorption, which depends on the travelled
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Figure 5.6: Energy response uniformity in space: data (left) and Monte Carlo simulations
(right). The reconstructed energies in Nn

p of 214Po α peak vs the z-coordinate, exctracted from the
14C-222Rn calibration sources, are shown. The points at fixed z value correspond to different x and
y coordinates; the color scale indicates the reconstructed radius in meters.

path, the different response of individual electronics channels, the non-uniform distribution of
non-working electronic chains. Fig. 5.6 shows the z-coordinate dependency of the reconstructed
energy, expressed in the normalized NPMTs estimator Nn

p . Left and right panels display respectively
the real 14C− 222Rn source calibration data and the related Monte Carlo simulations. Each point
on the plot is associated to one of the calibration runs. The points at fixed z position reflect
different x and y coordinates: the color scale is indeed related to the event reconstructed radius.
The light collection is maximized at the center of the detector, while it decreases approaching to
the poles. The North-South trend asymmetry is due to the higher concentration of broken PMTs
in the bottom hemisphere with respect to the upper one, especially close to the south pole. The
differences of reconstructed energy at z = ±3 m with respect to the the center are

∆Nn
p (z = −3 m)

Nn
p (z = 0 m)

≈ −12%
∆Nn

p (z = 3 m)

Nn
p (z = 0 m)

≈ −3.5% (5.1)

This large non-uniformity is well reproduced by Monte Carlo simulations (right panel of Fig. 5.6);
differences between data and Monte Carlo reconstructed energy are found to be within 1%.

In conclusion, the Monte Carlo tuned on calibrations is able of reproducing well the energy scale,
its dependences on position and the photon time distributions which are crucial elements for the
analysis.
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5.3 Motivations for the re-tuning of Monte Carlo code for
Phase-III data

As discussed in the previous paragraph, the Borexino Monte Carlo code tuned on 2009 calibration
data has been able to reproduce the detector response at the 1% level in the FV. The detector
response has proven to be stable for years at the % level, despite the natural degradation and the
consequent death of hundreds of PMTs. From 2016 on, the Monte Carlo energy scale fails to match
the data one; in particular, Monte Carlo runs simulated in the 2016 detector conditions show that
the 210Po energy peak is found ≈ 1.5% higher than data. In addition, the 7Be-ν Compton edge is
clearly shifted to inconsistently larger energies.

The origin of this disagreement could be in principle due to a physical effect, e.g. a natural worsening
of the detector light yield in time. Indeed, the stability of the scintillator light yield cannot be
assumed a priori: many scintillator-based detectors are reported to suffer from non negligible
degradations (of the order of some percent) in few years from the beginning of data taking. Since
the calibration campaigns date back to 2009, an independent check of the current absolute energy
scale is not possible.
210Po can be employed as a standard candle to monitor independently the relative light yield
time evolution on data, thanks to its high rate and to the fact that its energy distribution is
gaussian, whose position is easily identifiable. The ratio of 210Po energy peaks for different years
is proportional to the light yield variations. Fig. 5.7 shows the relative variations of light yield
parameter Y0 with respect to its 2012 value Y 2012

0 , both for 210Po data (green line) and Monte Carlo
simulations (red line). The beginning of Phase-III-TMP dataset is marked by the orange dashed
line. This study shows that the energy scale calculated on data, and therefore the light yield, is
stable or slightly decreasing in time, by less than 1% over the whole Phase-II and Phase-III-TMP
periods; Monte Carlo simulations instead show an increase of light yield by almost 2%. This energy
scale mismatch between data and Monte Carlo could be the source of the Monte Carlo fail after
2016.

As a further crosscheck, the light yield evolution in time for Monte Carlo datasets can be also
evaluated monitoring the average reconstructed energy for 14C data events, calculated over a 1 m

or 2 m radius sphere in the geometrically normalized hits estimator 3 50 ≤ Nng
h ≤ 100 range

(0.10 MeV . E . 0.21 MeV); this is shown in Fig. 5.8, respectively in blue or orange lines. This
ratio is directly linked to the light yield variations in time: from 2012 on, the simulations show a
smooth increase of ≈ +0.6Nn

h , equivalent to a ≈ +1% shift for the energy scale. This plot confirms
the results already shown for the 210Po events (Fig. 5.7): the Monte Carlo artificially simulates an
increase of light yield which is not present on data.

In the following, I will show that this anomalous light yield behaviour in time is related to the
PMT quantum efficiency set (QE), given as input to the Monte Carlo simulations. This led to the
review and the improvement of quantum efficiency computation algorithm, and to the consequent
production of new Monte Carlo simulations without this issue.

3The geometrical normalization corrects the selected non-normalized energy estimator to 2000 reference working
channels (as the standard normalization does) and, moreover, takes into account geometrical acceptance effects of
the energy reconstruction, which are position dependent.
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Figure 5.7: Evolution of Borexino energy scale in time, by analyzing 210Po events:
relative variations of light yield parameter Y0 with respect to the 2012 value Y 2012

0 both for data
(green trend) and Monte Carlo (red trend). 210Po events are selected in the innermost region of the
scintillator. The beginning of Phase-III-TMP dataset is marked by the orange dashed line.

5.4 Effective quantum efficiency

The effective quantum efficiencies (QE) are a set of time dependent parameters (one parameter for
each of the 2212 photomultiplier tubes) given as input to the Monte Carlo simulations. They take
into account in an effective way the response of each PMT and the electronic channel coupled to it.
In particular, they include the following effects:

• Intrinsic quantum efficiency of the photocatode, i.e., the probability that a photoelectron (p.e.)
is emitted upon arrival of a photon. This depends on each photocatode details (imperfections,
uneveness, and so on);

• Electronic channel properties, such as the PMT gain, threshold differences and the electronic
noise.

Both the effects are not fixed in time a-priori and their variations may significantly impact on the
energy response scale and homogeneity. Therefore, the QE set must be calculated on a periodic
basis.

Historically, the calculation of QE makes use of 14C events, because of their extremely high statistics
(R(14C) ≈ 40 Bq/100t), their uniformity in the scintillator volume, and their low energy (which
guarantees the PMT to work in single-photo electron regime). On a weekly basis, 14C events located
inside a r < 2 m spherical volume are selected, such that the solid angle between the events and all
the PMTs can be assumed to be equal. The QE of each PMT is calculated as the total number of
hits recorded by that PMT normalized to the total number of events and to the total number of
hits.
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Figure 5.8: Monte Carlo simulations: reconstructed energy (Nn
h ) for 14C events simulated in

different years, calculated over a 1 m or 2 m radius sphere (respectively in blue or orange lines). This
plot confirms the results already shown for the 210Po events (Fig. 5.7): the Monte Carlo artificially
simulates an increase of light yield which is not present on data.

To be more precise, for a given sample of Nev events included in a time window t of r runs, the
QE(p) for the p-th PMT is computed comparing the hits firing the single PMT with respect to the
overall hits:

Nh(p, r) =

Nev∑
ev=1

Nh(p, ev) Nev(p) =

r∈t∑
r|p enabled

Nev(r) (5.2)

where Nh(p, ev) is the number of hits firing the p-th PMT for a given ev-th event, and Nev(p) is
the sum of all events among all runs r ∈ t where the PMT was enabled. Note that 1828 PMTs over
the total 2212 ones are equipped with light concentrators (also named cones), installed to improve
their collection efficiency for scintillation photons coming from the center, resulting in an enhanced
QE value with respect to the no-concentrator (no cones) PMTs.

To get a more accurate evaluation, the proper Nh(p, ev) should be free from dark noise hits, which
at this point are subtracted to Nh to get the clean hits N clean

h

QE(p) =
N clean
h (p)

Nev(p)
(5.3)

Thanks to its extremely long mean life (τ14C = 8270 y) the 14C rate is stable at a high level of
precision, therefore an ideal QE trend is expected to be constant in time. Note that we are not
interested in the absolute value of QE, but in the relative evolution in time.

Investigating in detail the standard approach for the QE computation, it was found that it suffers
from two weaknesses:
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1. The selection energy window for 14C is fixed in time. Since the number of live PMTs decreases
in time, this energy window corresponds to higher energy events as time goes by. This implies
a higher number of collected photons, which turns into an apparent increase of QE.

2. The average value of the QE distribution, for a specific time window, is forced to be stable
in time. This assumption generates a bias in the QE calculation procedure: in principle it
not valid, since the average PMT performance could change in time. For example, 〈QE〉
could decrease because of the ageing of the PMT performances, reflecting on worse detection
performances. As a consequence, this overall scaling may induce unphysical values QE(p) > 1

for some of the PMTs in order to match the required 〈QE〉; to avoid this, the algorithm forces
it to the maximum allowed value QE(p) = 1.

These two effects stand out especially when the number of alive PMTs is significantly decreased
with respect to the initial status, explaining why the energy scale inconsistency showed up only
from 2016 on.

5.4.1 QE upgrade

The algorithm to calculate the QE has been upgraded to solve the two weaknesses previously
mentioned, as follows:

1. In order to avoid the first issue, the 14C event selection is performed using only a subset of
PMTs, named B900 PMTs set. This set is formed by PMTs which have survived the entire
Phase-III-TMP until now. Furthermore, they have been selected among the ones with lower
dark noise. In this case the number of active PMTs included in the selection is constant in
time, and so the energy of the selected events is.

2. The average value of the QE distribution is no more scaled to a fixed value in time.

The average number of hits for 14C events as a function of time calculated considering only fired
B900 PMTs is shown in Fig. 5.9, within a 1 m or 2 m radius sphere (respectively in blue or orange
lines). The rate is almost stable in time, displaying maximum variations at the ≈ 0.3% level for
r < 1 m in six years of data taking.

The new procedure to compute QE is now described. 14C events are selected according to the
geometrically normalized hits variable 50 ≤ Nng

h ≤ 100 (0.10 MeV . E . 0.21 MeV), on a weekly
basis. The notations Nh(p, ev) or Nh(p, r) refer, from now on, to the number of geometrically
normalized hits Nng

h for a given PMT p for an event or a run respectively. The B apex refers to the
variables calculated over the B900 PMTs set.

B900 PMTs: NB
h (p, r) =

Nev∑
ev=1

NB
h (p, ev) tBcluster(r) =

Nev∑
ev=1

tcluster(ev) (5.4)

All PMTs: Nh(p, r) =

Nev∑
ev=1

Nh(p, ev) tcluster(r) =

Nev∑
ev=1

tBcluster(ev) (5.5)
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Figure 5.9: Monte Carlo simulations: energy in Nn
h for 14C events simulated in different years,

calculated for the B900 PMTs set over a 1 m or 2 m radius sphere (respectively in blue or orange
lines). The events rate is almost stable in time, displaying maximum variations at the ≈ 0.3% level
for r < 1 m in six years of data taking.

For each enabled PMT, the total number of dark noise events4 Ndark(r) is selected; the sum of hits
for each run, assuming a gate length tgate(r) for that run, is:

Ndark,B
h (p, r) =

Ndark
ev∑
ev=1

NB
h (p, ev) (5.6)

Summing over the runs where the PMT was enabled, one gets the number of events for a given
PMT (as in Eq. 5.2):

NB
ev(p) =

r∈t∑
r|p enabled

NB
ev(r) Nev(p) =

r∈t∑
r|p enabled

Nev(r) (5.7)

NB
h (p) =

r∈t∑
r|h enabled

NB
h (p, r) Nh(p) =

r∈t∑
r|p enabled

Nh(p, r) (5.8)

The dark rate and the dark hits can be calculated in each PMT for the resulting time window as

Rdark(p) =
Ndark
h (p)

tdark(p)
=

∑
r
Ndark
h (p, r)∑

r
Ndark(r) · tgate(h)

(5.9)

4Dark noise events are selected by means of 0-cluster condition and by a dedicated random trigger.
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The clean hits are free from the dark noise contributions and are the proper quantity for the
direct calculation of QE, obtained from the subtractions NB,clean

h (p) = NB
h (p) − Ndark

h (p) and
N clean
h (p) = Nh(p)−Ndark

h (p):

QE(p) =
NB,clean
h (p)

Nev(p)
(5.10)

This new QE Eq. (5.10) is biased by the user choice of best PMTs. The QE adjusted values can be
obtained correcting as follows:

QEcorr(h) =

{
QE(p) if p ∈ B900

QE(p) · Rbiased

Rtrue
if p /∈ B900

(5.11)

Rbiased =
QEB(p), p ∈ B900

QEB(p), p /∈ B900
Rtrue =

QE(p), p ∈ B900

QE(p), p /∈ B900
(5.12)

For a PMT with concentrator, its QE(p) value is then multiplied by a scaling factor calculated via
Monte Carlo simulations. Finally, the obtained QE distribution is scaled to be less than 1 (relative
QE ).

In order to verify that the new QE set improves the Monte Carlo energy scale reproduction with
respect to the previous one, the same plot already shown in Fig. 5.7 is reproduced in Fig. 5.10,
including the results obtained with the new QE. The evolution in time of the 210Po peak energy
obtained from simulations with the NewQE (blue trend), matches much better the data (green
trend), at the ≈ 0.5% level, with respect to simulations performed with the old set of QE, named
from now on StdQE (red trend).

5.5 Validation of the new QE on calibration data

I have performed an important cross-check of the newly produced QE by analyzing the calibration
data taken in 2009. I exploited the data collected during the several calibration runs when the
source has been deployed in the center of the detector; in particular, in the following I will show
results for the 85Sr source, a 551 keV γ emitter. The main results and conclusions shown in this
section have been checked also for several γ calibration runs, deployed in different position within
the calibrations r < 3 m FV.

The main goal of this study is to validate the new approach for the QE calculations, described in
the previous Sec. 5.4. In order to do this, I compared the following set of data:

1. Data: 85Sr γ source calibration data.

2. MC Std : simulated 85Sr data with the Monte Carlo using the StdQE (as computed in Sec. 5.4).

3. MC New : simulated 85Sr data with the Monte Carlo using the NewQE.

For each set of data I calculated the QE for every PMT according to the following procedure: for
each PMT, for the events in a r < 1 m radius sphere, the total number of hits collected by a PMT is
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Figure 5.10: Evolution of Borexino energy scale in time, by analyzing 210Po events:
relative variations of light yield parameter Y0 with respect to the 2012 value Y 2012

0 for data (green)
Monte Carlo simulations assuming StdQE set (red), Monte Carlo simulations assuming NewQE set
(blue). The beginning of Phase-III-TMP dataset is marked by the orange dashed line.

divided by the total number of detected events in the run. The three QE distributions obtained in
this way (named DataQE, MC StdQE, MC NewQE ), can be seen in Fig. 5.11, both for PMTs with
light concentrator (red histograms) and for PMTs without light concentrators (blue histograms).
It is clear that the distribution obtained with the MC NewQE matches better the data one with
respect to StdQE one. This can also be seen from the difference plot (bottom right histogram of
Fig. 5.11).

This improvement can be seen even more clearly by the correlation plots of MC StdQE vs DataQE
and MC NewQE vs DataQE, shown in left and right panel respectively of Fig. 5.12. The correlation
coefficients, R2

Data−Std = 0.761 and R2
Data−New = 0.895 respectively, show that the NewQE sets

follows better the DataQE profile.

The angular (θ, ϕ) NewQE map for PMTs with concentrators is shown in Fig. 5.13. According to a
spherical coordinate system, −π < θ < π is the polar angle and 0 ≤ φ ≤ π is the azimuthal angle.
This map has been compared to the similar DataQE one, shown in Fig. 5.14, and are found to be
consistent: no significant differences or anomalies show up. A spot of high-performing PMTs can
be detected in the (θ, φ) ∈ [250◦, 350◦]× [−50◦, 0◦] angular region, easily identifiable in Fig. 5.13
and Fig. 5.14 by the grouped blue-scale circles. Note that, integrating on the two North and South
hemispheres, the latter one shows a larger average QE value: this implies that the southern PMTs
are more performant with respect to the North ones, showing a more efficient light collection. This
is confirmed both by data and Monte Carlo simulations.
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Figure 5.11: QE distributions calculated from three set of data: 85Sr γ calibration data
(upper left plot, DataQE ), 85Sr γ simulated data assuming StdQE (upper right plot, MC StdQE
set), 85Sr γ simulated data assuming NewQE (lower left plot, MC NewQE set). Concentrators/No
concentrators PMTs QE are respectively shown in red or blue histograms. The lower right plot
shows the diffferences between QE calculated from the previous distributions: pink histogram for
MC StdQE and MC DataQE difference, green histogram for NewQE and DataQE difference.
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5.6 Monte Carlo tuning after the QE upgrade

In principle, the upgrade on the QE calculations should impact only on the evolution of the QE
in time, giving a better agreement between Monte Carlo simulations and data after 2016. The
agreement between Monte Carlo and calibration data taken in 2009 should remain unchanged
with respect to the simulation performed with the old QE. However, since the QE impact on the
uniformity of the response function, which in turn could affect other observables, we cannot a priori
exclude that the tuning of the Monte Carlo input parameters should be re-done once Monte Carlo
uses the new QE set.

In order to study this, I have performed a very careful comparison of all the relevant observables
obtained on γ calibration data and on Monte Carlo simulations with the NewQE and the StdQE
sets. Some examples of this comparison are shown in Fig. 5.15, Fig. 5.16, Fig. 5.17 and Fig. 5.18
for the γ 65Zn source, where I plot the distributions of two energy estimators (Nn

p and Nn
h ), the

photon time distributions, the reconstructed position, the cone/no-cone ratio, for data (black),
Monte Carlo simulations with StdQE (red) and Monte Carlo simulations with NewQE (blue).

For each one of the comparison, a χ2 estimator is built to quantify the agreement between data
and Monte Carlo, for both StdQE and NewQE. This is done for each of the 40 physical quantities
of interest and for all the 14 γ calibration runs used in the tuning. The results are condensed in
Fig. 5.19, where the distributions of all the χ2/NDF are plotted for Monte Carlo with StdQE and
NewQE (top and bottom panels, respectively). These two distributions are similar, with a 1.38
median value for StdQE and 1.31 for NewQE, showing that the latter ones perform similarly or
slightly better with respect to the StdQE ones. In conclusion, we don’t have found any compelling
motivation to perform a further global tuning of Monte Carlo after the QE update.
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Figure 5.15: Data-MC agreement for basic energy and position variables for 65Zn cali-
bration events in the center, for StdQE (red histograms) and NewQE (blue histograms) simulations.
For each quadruplet, the following variables are shown: Nn

p (top left panel), Nn
h (top right panel),

cluster hit time (bottom left panel), reconstructed time (bottom right panel).
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Figure 5.16: Data-MC agreement for variables for "cone PMTs" or "no cone PMTs"
subsets (i.e. variables calculated considering only PMTs with / without the light cocentrators),
for 65Zn calibration events in the center, for StdQE (red histograms) and NewQE (blue histograms)
simulations. For each quadruplet, the following variables are shown: Nn

p for cone PMTs (top left
panel), Nn

p for no cone PMTs (top right panel), cluster hit time for cone PMTs (bottom left panel),
cluster hit time for no cone PMTs (bottom right panel).
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Figure 5.17: Data-MC agreement for position variables for 65Zn calibration events in the
center, for StdQE (red histograms) and NewQE (blue histograms) simulations. For each quadruplet,
the following variables are shown: reconstructed radial distance r (top left panel), x reconstructed
coordinate (bottom left panel), y reconstructed coordinate (top right panel), z reconstructed
coordinate (bottom right panel).
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Figure 5.18: Data-MC agreement for the ratio between number of photons collected by
PMTs with light concentrators on the number of photons collected by PMTs without
light concentrators. The distributions are shown for 65Zn calibration events in the center, for
data (black histogram), MC StdQE simulations (red histogram) and MC NewQE simulations (blue
histogram).
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Figure 5.19: Data-MC χ2/NDF agreements for the several physical quantities describ-
ing the detector response: StdQE histogram (top panel), NewQE histogram (central panel).
The median values of the two distributions are respectively 1.38 and 1.31, showing that the NewQE
perform similarly or slightly better with respect to the StdQE ones.
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5.6.1 Change of the Geant4 version

Together with the QE update, the collaboration decided to switch to the version 10.5 of Geant4,
with respect to the version 10.2 which was employed so far. The main expected changes are related
to the quenching factors update, as shown in Fig. 5.20, which in the Borexino range of interest
(10 keV . E . 10 MeV) affects mainly the α energy scale (left panel). The β quenching factors
(right panel) are instead mostly unchanged in the Borexino energy window of interest. After having
demonstrated that the other Monte Carlo parameters are unaffected by the Geant4 version upgrade,
I finely tuned the Birks factor for α particles, kα, which drives the α energy scale (see Sec. 5.1).
210Po events have been selected over three months of data to get a reasonable statistics (& 104

events), and into a very strict central volume (r < 1 m) to limit as much as possible the position
dependent effects for energy reconstruction (see Fig. 5.6). The performed α tuning allowed to
restore back the energy scale, slightly improving the data-MC agreement with respect to the one
obtained in the previous tuning (see Fig. 5.21).
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Figure 5.20: Quenching factors for α and e− events simulations (respectively, left and right
panels), for the Geant4 10.2 and 10.5 versions. Orange bands cover the energy region of interest for
solar neutrino detection with Borexino.
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Figure 5.21: 210Po energy peak value for data (black histogram), old 10.2 Geant4 version
simulations (red histogram) and updated 10.5 Geant4 version (green histograms) simulations: Nn

h

spectrum (upper plots) and Nn
p concentrators/no-concentrators ratio (lower plots). Only new QE

has been employed. After the new tuning stage, the data-MC agreement, quantified by the χ2/NDF

value, is slightly improved for both the distributions.
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5.7 Simulations of the Phase-III-TMP PDFs for the Monte
Carlo multivariate fit

Once the QE upgrade and the following tuning stages have been completed, I performed a massive
simulation of all the signal and background PDFs relative to Phase-III-TMP dataset. This is needed
in order to perform the multivariate fit to extract the CNO-ν signal5. The technical steps to create
the Monte Carlo based PDFs are summarized hearafter and are schematized in Fig. 5.22.

• Events generation and reconstruction. For each species of interest, events are simulated
on a run-by-run basis, according to the real detector conditions (number of live PMTs, trigger
threshold, and so on). The chosen number of generated events is proportional to the run
effective livetime and in the same time is set to largely exceed the number of detected events
on data: 200 times higher for the all species except for external background (only 50 times
higher, being very time consuming) and for 14C. As discussed in Sec. 4.2.2, 14C rate is
extremely high (≈ 40 Bq/100t) and it is therefore not possible to simulate it with the same
statistics; so the number of generated events is reduced by a factor 3. Therefore, except for
14C, the statistical uncertainty associated to the Monte Carlo simulations can be neglected.
All the simulated data are then processed with the reconstruction code Echidna, exactly as
for real data.

• Data quality filtering. Once reconstructed, the events undergo the standard selection cut
sequence described in Sec. 4.1. The basic quality cuts and the FV selection are applied. The
runs belonging to the Phase-III-TMP dataset are then merged in a single file.

• Normalization. The obtained histograms need to be normalized according to the ratio
between generated and reconstructed events. This step implicitely takes into account also the
trigger threshold effect, which is particularly important for species whose spectrum lies in the
low energy region.

• Final PDF file. For each signal and background component, and for the entire Phase-III-
TMP, the final output files contain the energy PDFs for several normalized estimators: Nn

h ,
Nn
p , Nn

pe and the associated dt1 and dt2 variants (see Sec. 2.4.1). These files are given as
inputs to the multivariate fitter.

As an example, Fig. 5.23 shows the energy PDFs for for CNO-ν (top) and 7Be-ν (bottom) species,
built with the new Monte Carlo (blue profile) and compared with the ones simulated with the old
Monte Carlo (red profile): the effect of the QE upgrade is clearly visible as a shift towards lower
energy values.

5.8 Monte Carlo fit in Phase-III-TMP with CNO-ν rate fixed

After completing my work on the upgrade of the Monte Carlo simulations, I have performed a
first test of the newly produced PDFs by fitting Phase-III-TMP data in the so-called pp chain
configuration, i.e., keeping the CNO-ν interaction rate fixed to the Standard Solar Model prediction,

5the other alternative to produce the same PDFs consists in using an analytical model for the energy response
description, as described in Sec. 4.2.1
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Figure 5.22: Sequence of the Monte Carlo PDFs construction steps.

in the high metallicity scenario (HZ-SSM), and leaving free the interaction rates of the other
neutrino species. This study is mainly meant to verify that, after the upgrade of the QE set, the
Monte Carlo is able of fitting data even after 2016, with results consistent with the Phase-II one.
The results of this test have been anticipated in Sec. 4.3.2 and shown in Tab. 4.3 and Fig. 4.11 ,
proving that the new Monte Carlo reference shapes reproduce well data (χ2/NDF = 1.3, similar
to the one obtained for Phase-II analysis) and the neutrino results are consistent with the one
obtained by Borexino in Phase-II and published in Ref. [39].
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Figure 5.23: Exemplary energy PDFs for CNO-ν (top) and 7Be-ν (bottom), built with the
new Monte Carlo (blue profile) and compared with the ones simulated with the old Monte Carlo
(red profile): the effect of the QE upgrade is clearly visible as a shift towards lower energy values.
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5.9 Conclusions

This Chapter has been fully devoted to the Borexino Monte Carlo code and in particular to its
upgrade, which is a crucial step for the CNO-ν analysis. Together with the analysis team, I have
spent a significant effort in understanding the issue which was affecting the previous version of the
code and which prevented the multivariate analysis fit of data after 2016. The problem was found
to be related to the quantum efficiencies given in input to the simulations and was solved adopting
an upgraded alghoritm to calculate them. I have tested the new QE inputs and verified that it is
adequate for our purposes. By means of the calibration data re-analysis, I have also verified that
the upgraded Monte Carlo does not require new global tuning. Finally, I have produced all the
signal and background reference shapes needed for the multivariate fit, and I performed the first fit
of Phase-III-TMP data in the so-called pp chain configuration, that is, fixing the CNO-ν rate. This
test shows that the fit performs well and gives results compatible to the one published in Ref. [39].

We can conclude that the Monte Carlo is ready to perform the analysis to extract the CNO-ν signal
which is the main goal of this thesis and will be described in details in Chapter 7.



Chapter 6

Determination of the 210Bi background rate for the
CNO neutrinos analysis

In Chapter 3 we have shown, by means of dedicated sensitivity studies, that Borexino has the
chance to isolate a CNO-ν signal with relevant significance if a constraint of the interaction rate on
the most important background, the 210Bi isotope, is set in the multivariate analysis (see Sec. 3.2).
This is needed because of the similarity of 210Bi and CNO-ν spectral shapes, which induces strong
correlations in the fit reducing the sensitivity to CNO neutrinos. As seen from the sensitivity
studies, the 210Bi interaction rate must be determined with a precision better than 2 cpd/100t

in order to reach a median sensitivity on CNO-ν of 3σ or more. In this Chapter I will discuss
the method to determine the 210Bi rate and the current results obtained with it. The 210Bi rate
constraint will be used in Chapter 7 to perform the multivariate fit and extract the CNO-ν signal.

The independent constraint on 210Bi can be obtained by tagging its daughter isotope 210Po , which
decays α and can therefore be easily identified via α/β discrimination techniques. If the chain
210Pb→ 210Bi→ 210Po is in secular equilibrium, the activity of 210Po is de facto the same as the
210Bi one (apart for negligible corrections due to the finite mean lifetime of 210Pb), making the
measurement straightforward.

Unfortunately, this strategy is complicated by additional 210Po contributions out of equilibrium,
which are present in the detector. In particular, the most annoying one is due to the 210Po

contamination present on the Inner Vessel which can be detached from the nylon and carried inside
the innermost region of the scintillator (the Fiducial Volume in which the analysis is done) by
convective currents. It has been observed that these convective currents are triggered by variations
in the temperature profile of the scintillator. In order to minimize this effect, the detector has been
thermally insulated starting from 2015. In spite of this, 210Po motions due to convection have not
stopped completely and a dedicated study of the spatial profile of the 210Po distribution is needed
to extract the supported term which is directly related to 210Bi .

This chapter is structured as follows. Sec. 6.1 illustrates the 210Bi -210Po link, the key relation to
extract an independent 210Bi rate; in particular, Sec. 6.1.1 reports the 210Po distributions in space
and time in the Borexino data, along with the impact of temperature evolution and detector thermal
stability. The strategy to extract the 210Po supported rate is illustrated in Sec. 6.2. A qualitative
method (radial analysis) based on an approximated model of the expected spatial distribution of
210Po will be discussed in Sec. 6.2.1. The results on the 210Po supported rate which I will use in the
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CNO-ν analysis come from a more quantitative method (clean bubble analysis) which is reported
in Sec. 6.2.2. I have validated this method with a toy Monte Carlo study, described in Sec. 6.2.3.
Sec. 6.3 reports my studies on the time stability and homogeneity of 210Bi decay rate, along with
the final 210Bi rate result (Sec. 6.3.2. Conclusions are outlined in Sec. 6.4.

6.1 The 210Bi - 210Po link

The strategy adopted in this thesis to constrain the 210Bi rate is based on the fact that this isotope
is part of a decay chain starting with 210Pb:

210Pb
τ≈32 y−−−−−−−→

Q=63.5 keV

210Bi
τ=7.23 d−−−−−−−−→

Q=1160 keV

210Po
τ=199.1 d−−−−−−−→
Q=5.3 MeV

206Pb (6.1)

If there are no external sources of 210Po and 210Bi , the time evolution of the three isotope activity
is shown in Fig. 6.1, where we assumed (as an example) an initial condition of R(210Pb, t = 0) =

20 cpd/100t. Because of its small mean lifetime (τBi = 7.23 d) compared to the one of 210Pb

(τPb = 32 y), the 210Bi activity goes almost immediately in equilibrium with the 210Pb one, while
210Po reaches equilibrium after ∼ 2 y. After the equilibrium is reached, the following relation
between the rates of the three isotopes holds:

τPb � τBi τPb � τPo

t/τPo�1

=⇒ RPo

RBi
=
RPo

RPb
=

τPb

τPb − τPo
≈ 1.015 (6.2)

Figure 6.1: Time evolution of 210Pb → 210Bi → 210Po chain decay species in absence of 210Po

source terms, assuming a reference 210Pb rate RPb(t = 0) = 20 cpd/100t (210Pb in blue solid line,
210Bi in orange dashed line, 210Po in green solid line).
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Consequently, at equilibrium the rate of 210Bi is equal to the one of 210Po with a very good
approximation.

This gives us an hint on how to proceed: 210Po decays emitting a mono-energetic α of 5.3 MeV,
which is quenched in the scintillator to an equivalent energy of approximately 400 keV. The
signature of this class of events in Borexino is therefore a very clear gaussian-like peak, which
is easily recognizable with respect to events originated in β decays. Furthermore, α events can
be distinguished from β ones by means of pulse-shape discrimination techniques, which exploit
the different time distributions of photons emitted by α and β particles in the scintillator (see
Sec 2.4.1). For all these reasons, measuring the 210Po rate is relatively straightforward in Borexino.
If the condition of secular equilibrium holds, this measurement provides the direct and independent
estimation of the 210Bi rate that we were looking for.

Unfortunately, the possibility to connect 210Bi and 210Po decay is complicated by two additional
210Po contributions out of Eq. (6.1) chain equilibrium:

1. Unsupported 210Po rate from the scintillator purification phase. A 210Po contamina-
tion has been accidentally inserted in the scintillator during the Water Extraction purification
phase, which took place 2010. Therefore, at the beginning of Phase-II, in 2012, a high 210Po

rate of ∼ 1400 cpd/100t was present in the Fiducial Volume. Fortunately, this contamination
was not supported by 210Pb and therefore has decayed exponentially with the 210Po mean
lifetime. For the Phase-III analysis it contributes negligibly to the total 210Po rate, since
almost 6 years (corresponding to ∼ 8τPo) have elapsed after the 210Po insertion;

2. 210Po source term. We know that 210Pb (and therefore the full chain of Eq. (6.1)) is present
on the nylon Inner Vessel which contains the Borexino scintillator. There is no experimental
evidence that 210Pb itself has detached from the IV nylon surface and has entered in the
scintillator reaching the FV (see Sec. 6.3). Even if 210Bi from the vessel would enter in the
scintillator, it is short-lived and, not being supported by 210Pb, it would decay before reaching
the FV. This is not the case for 210Po , which has a relatively long lifetime (τPo ≈ 200 d). We
have evidence that convective motions induced by changes in the temperature profile of the
scintillator can detach 210Po from the nylon and bring it into the FV. This spoils the secular
equilibrium assumption on which the 210Bi -210Po tag in Eq. (6.2) is based.

Due to the presence of the 210Po source term described in point 2), the secular equilibrium
assumption does not hold anymore and the evolution in time of 210Po , 210Bi and 210Pb activity is
perturbed by the presence of a source term S(~x, t):

dni(t)

dt
= −ni(t)

τi
+
ni−1(t)

τi−1
+ Si(~x, t)︸ ︷︷ ︸

source term

i = 210Pb, 210Bi, 210Po (6.3)

where ni are the number of decays for each isotope. We will see throughout this Chapter that the
source term S(~x, t) has a complex dependence on time and position and that it is the main obstacle
to the 210Po supported rate determination.
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6.1.1 210Po evolution in time and thermal insulation of the Borexino
detector

The evolution in time of the 210Po counting rate from 2012 until now is shown in Fig. 6.2. To
obtain this plot I selected events in a relatively narrow window around the 210Po energy peak
(150 < Nng

pe < 300, where Nng
pe is the geometrically normalized charge Npe estimator1). Furthermore,

I applied the basic quality cuts described in Sec. 4.1 and an additional cut in the α/β discrimination
variable, MLP < 0.3, to select α events (see Sec. 2.4.1). An example of the α events spectrum
can be seen in Fig. 6.3. The α tagging efficiency of the MLP variable and of its variations in time
have been separately estimated by Monte Carlo simulations and are shown in Fig. 6.4; the related
corrections have been applied to the selected data.

Figure 6.2: 210Po counting analysis: 210Po decay rate evolution from the beginning of Phase-II
in the whole FV (black profile) and in its northern and southern hemispheres (respectively, red
and blue profiles). The two vertical lines flag the steps towards the detector thermal insulation
and stabilization of convective motions: thermal insulation beginning, in May 2015 (green line),
insulation completed in December 2015 (purple line).

The black line in Fig. 6.2 shows the evolution in time of the 210Po rate in the FV used for the
CNO analysis2, while the blue and red curves refer to events in its South and North hemisphere
respectively.

Until 2015, the rate was dominated by the 210Po unsupported term described in the previous
Sec. 6.1, which started out at around ∼ 1400 cpd/100t in 2012 and decayed away following the
210Po lifetime. This large rate has hidden second order effects which became evident when the
unsupported term decayed away. For example, starting from the end of 2014 it is possible to see
strange upward fluctuations of the 210Po rate with an asymmetric North/South distribution. These
fluctuations were found to be highly correlated to external temperature changes (due to the season
or to other effects). As discussed in the previous Sec. 6.1, the explanation for this behaviour has

1The geometrical normalization corrects the energy estimator to 2000 reference working channels (as the standard
normalization does) and, moreover, takes into account geometrical acceptance effects of the energy reconstruction,
which are position dependent.

2Defined by the r < 2.8 m and −1.8 m < z < 2.2 m conditions, as described in Sec. 4.1.2.
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Figure 6.3: Energy spectrum in Nng
pe variable, in FV, for Phase-III-TMP dataset before and after

the MLP < 0.3 selection cut used to isolate α events (respectively in black and green). The 210Po

gaussian-like distribution is clearly visible by eye. The α events selected for the 210Po time evolution
are those included in the 150 < Nng

pe < 300 energy window, marked as the shaded orange region.

to be searched in the presence of 210Po on the Inner Vessel, which is brought inside the FV by
convective motions triggered by temperature variations.

In order to damp this effect, in 2015 the Borexino collaboration has decided to thermally insulate
the detector with a 20 cm thick layer of mineral wool (see Fig. 6.5). The insulation was completed
at the end of 2015. In addition, in 2016 a Temperature Active Control System (TACS) has been
installed on the top ring of the Water Tank. It provides heat to compensate for the seasonal cooling
in Fall and Winter time and it is useful to further decouple the upper part of the detector from the
Hall C temperature variations. A TACS upgrade has been realized in the end of 2018, mounting
two supplementary pipe rings at smaller latitudes.

In order to keep the detector temperature under monitoring, a system of temperature probes has
been mounted (Latitudinal Temperature Probe System, LTPS). It consists of 54 probes distributed
inside the Stainless Steel Sphere, on the Water Tank outer wall surface and on the Water Tank upper
dome (see Fig. 6.6). This system provides an accurate profile of the temperature in the Borexino
detector as a function of position and time. Fig. 6.7 shows the temperature profile obtained with
LTPS as a function of time: the different colors correspond to probes located at different height
(blue is the bottom, red is the top). We can see that after the insulation, the stability of the
temperature is much improved. Note that there is always a temperature gradient in the vertical
axis (the top regions are warmer than the bottom ones): this is actually good because it helps
keeping the fluid stationary, as confirmed also by thermal simulations (see Sec. 6.1.2).

The temperature stabilization has been effective in damping the 210Po variations due to convective
motion. This can be seen looking again at the evolution in time of the 210Po rate depicted in Fig. 6.2.
After the completion of the thermal insulation (marked with a blue vertical line) the fluctuations of
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Figure 6.4: Time evolution of the MLP efficiency for α events tagging in the FV, in the
range 150 < Nng

pe < 300. The orange dashed line marks the beginning of Phase-III-TMP dataset.
Estimations have been carried out exploiting high statistics Monte Carlo simulations.

the 210Po rate are less evident. Unfortunately, some residual convective effects are still present. This
can be also seen from Fig. 6.8, which shows the content of 210Po as a function of time and vertical
coordinate. The 210Po rate is calculated considering 35 iso-volumic layers defined in a r < 3 m

sphere, cylindrically simmetric with respect to the z-axis (named also z-slices). The 210Po rate is
shown in logarithmic color scale, and ranges from 10 cpd/100t (dark blue) to 300 cpd/100t (dark
red). Fig. 6.8 shows that before insulation there were big injections of 210Po moving upwards in Fall
when the temperature of Hall C was decreasing and downwards in Spring when the temperature of
Hall C was increasing. This effect has been effectively damped by insulation, but some residual
seasonal effects are still clearly visible. However, it is possible to see by eye an innermost clean
bubble just above the equator where the presence of convective motions seems to be null (or at least
very small). This region is relatively stable in the last two years. Based on this observation, a more
rigorous method has been developed to define this clean bubble and determine the supported 210Po

term (and consequently the 210Bi rate). This will be described in details in Section 6.3.1.
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Figure 6.5: Photography of the Borexino detector, showing the external layer of mineral wool
applied to improve the thermal insulation.
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Figure 6.6: The Latitudinal Temperature Probe System in Borexino (LTPS): position of
the 54 temperature probes [166].

Figure 6.7: Temperature evolution in the detector buffer during and after the insulation.
Different colors are associated to the vertical positions of the probes (blue are on the botton, red
on the top, see also the sketch on the right). Note that S and N indicate the geographic South and
North, respectively.
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Figure 6.8: Map of 210Po rate evolution in time from 2012 on, calculated in 35 iso-volumic
layers, cylindrically, symmetric with respect to the z axis and defined in a 3 m sphere. 210Po rate
is shown in logarithmic color scale, which ranges from 10 cpd/100t (dark blue) to 300 cpd/100t

(dark red), as a function of time (horizontal axis) and of the z coordinate of the layers (vertical
coordinate). Oscillatory trends, visible up to half of 2015, are generated by the seasonal temperature
variations of the scintillator.
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6.1.2 Fluid dynamics simulations

Numerical simulations of the Borexino detector thermal and fluid-dynamics may help to achieve
the proper understanding of the 210Po evolution in time and pattern in space, and also suggest
effective counter-measures to minimize convection inside the detector. A system of two-dimensional
conductive models has been implemented into CFD simulations (Conductive Computational Fluid
Dynamics) to predict the heat exchange processes of all the detector components [166].

The temperature instability impact in terms of convective motions has also been studied through
CFD simulations. A 2D model has been employed, including as input profile temperatures the
output of the LTPS system. The simulations confirm qualitatively the behaviour observed on
data, i.e. that the stabilization of the vertical temperature gradient reduces the fluid vertical
movements. However, even with a stable vertical gradient, some very slow horizontal flows with
typical speed scale ∼ 10−7 m/s are still present due to small inhomogeneities in the temperature
boundary conditions. Those movements could be responsible for the residual convection that we
are seeing on data.

A simplified transport model was developed, aiming to simulate the 210Po migration inside the
inner vessel for insulated periods. Both 210Po and 210Bi are assumed to be emitted from the IV
surface; a correlation between the minimum 210Po rate and the minimum of horizontal gradient
is found. Recently, the numerical analysis has been extended by improving the two-dimensional
model accuracy as well as the validation framework. Fig. 6.9 shows estimations for 210Po rate in
the scintillator for the period October 2018 from numerical fluid dynamic simulations, displayed as
color scale (from 35 cpd/100t for dark blue regions to 90 cpd/100t for dark red regions) in the x-z
coordinates plane. Calculations have been carried out assuming either a spherical IV shape (left
panel), or a realistically deformed IV shape (right panel). Results for the two cases share many
features: a 210Po z-gradient is clearly visible, as a local minimum region 40 cpd/100t slightly above
the equator. The ϕ symmetry of the 210Po rate distribution seems to be preserved.

Fig. 6.10 shows exemplary 210Po rate trends along the z-coordinate (measured taking the IV bottom
point as z = 0 m) during April 2018 - October 2018 period [166]: numerical simulations (dotted
lines) and real data (solid lines). The main features of 210Po evolution in time are qualitatively
reproduced; however, discrepancies show up especially in the southern hemisphere, where convections
are expected to be more critical.

In conclusion, more work is needed before the simulations achieve the required accuracy to be
predictive. However, this is not crucial for the determination of the 210Po supported term: indeed,
our method described in Sec. 6.2 does not require a precise knowledge of the details of the transport
model: it looks for a minimum in the 210Po spatial distributions with very mild underlying
assumptions.
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Figure 6.9: Fluid dynamic simulations: estimations for 210Po rate in the scintillator for the
period October 2018 from numerical fluid dynamic simulations, displayed as color scale (from
35 cpd/100t for dark blue regions to 90 cpd/100t for dark red regions) in the x-z coordinates plane.
Calculations have been carried out assuming either a spherical IV shape (left panel), or a realistically
deformed IV shape (right panel).

Figure 6.10: Fluid dynamic simulations: exemplary 210Po rate trends along the z-coordinate
during April 2018 - October 2018 period [166]. z = 0 m corresponds to the bottom of the stainless
steel sphere. Blue and red correspond to two different periods in time (Feb 2017 and Aug-Sep 2017).
Continuous lines are simulation, while dotted lines are data.
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6.2 Determination of the 210Bi interaction rate from the sup-
ported 210Po term

In Sec. 6.1 we have seen that the thermal insulation of Borexino was successful in reducing
the convective motions which caused the migration of 210Po from the Inner Vessel into the FV.
Unfortunately, the motions have not completely stopped and the time/space pattern of the 210Po

rate is still complicated to interpret (see Fig. 6.8). Further attempts to completely stop convection
by increasing even more the temperature control are being pursued, like for example, installing a
system to stabilize the experimental Hall C temperature. In the next months we will see whether
these attempts will be successful. However, we can observe that even now we have a clean bubble,
corresponding to approximately 20 t of scintillator, where convective currents seems to be reduced
(blue region around z ∼ (0.5− 1) m in Fig. 6.8, which appeared starting from 2016).

The success of this procedure is critically dependent on the capability to:

1. Define the clean bubble spatially and determine the 210Po rate minimum in it fitting the
210Po distribution, in an unbiased way;

2. Prove that the minimum of the 210Po rate in the clean bubble can be extrapolated to the
entire FV; this requires to prove that 210Bi is uniform throughout the whole FV and has been
so for the entire set of data used in the analysis (Phase-III-TMP);

For what concerns point 1), in Sec. 6.2.1 I will describe my results obtained using a simplified model
which assumes that the 210Po spatial distribution depends only from the distance from the detector
center (radial-only dependence). This is only an approximation since the 210Po contribution due to
residual convective motions depends instead on the distance from the IV, which is not spherical,
as described in Sec. 2.1. For this reason, the results of this radial analysis, can be taken only as
qualitative.

A more quantitative analysis, the so-called clean bubble analysis, is discussed in Section 6.2.2. The
result obtained from this second method will be used to set an upper limit to the 210Bi rate in
the multivariate fits shown in Chapter 7. To verify possible systematic errors associated to this
procedure, I have performed its validation by means of a toy Monte Carlo technique, showing that
the minimum of 210Po rate obtained can be only positively biased. This analysis, described in
Sec. 6.2.3, confirms that the method is suitable for the extraction of a 210Po upper limit.

For what concerns point 2) I performed several studies which confirm that, within errors, 210Bi is
spatially uniform in the FV, as will be described in Section 6.3. The uncertainty on this statement
is quantified and included in the systematic error associated to the 210Bi rate.

6.2.1 210Po radial analysis method

A possible approach to determine the supported 210Po rate RsPo assumes that the spatial distribution
of 210Po events present in the scintillator can be modeled along the radial direction. In the simplest
case, I have adopted an analytical model describing the 210Po radial distribution as the sum of
three independent contributions:

• Vessel term, related to the 210Po attached to the IV surface;
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• Convection term, describing in an effective way the 210Po which, once detached from the
IV, moves towards the innermost scintillation region due to fluid convection (see Sec. 6.1). It
is expected to decrease exponentially going towards the central part of the scintillator.

• Supported term, directly related to the 210Bi background rate: it is uniformly distributed
in the scintillator volume.
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Figure 6.11: 210Po radial analysis method: analytical model. The analytical shapes of the
three contributions to the 210Po rate are shown in different colors: vessel term (black), convection
term (orange), supported (blue).

The three analytical shapes of the contributions listed above are shown in Fig. 6.11.

This method has the advantage to describe globally the 210Po distribution including all terms (not
only the supported one) and is therefore less prone to biases induced by the selection of an ad-hoc
region free from convection. On the other hand, it relies on approximations which do not take into
account the complexity of the 210Po rate distribution. For this reason, this method may be affected
by large systematics, difficult to evaluate, and we are using it to have only a qualitative estimate of
the supported 210Po term.

Event selection

The analysis is performed on the Phase-III-TMP dataset (17 July 2016 - 02 June 2019). Data are
selected through the standard quality cuts. In addition, the α candidate events are selected with
the pulse-shape discrimination variable selection MLP < 0.3. Corrections for the MLP efficiency,
shown in Fig. 6.12, are applied as a function of the events radius.

As shown in Sec. 5.2.1, for a fixed energy release in the scintillator, the Borexino reconstructed
energy decreases when events position approaches the vessel, due to the geometric acceptance
decrease and dead PMT asymmetry (see Fig. 5.2). Since we are interested in almost nearly the



6.2 Determination of the 210Bi interaction rate from the supported 210Po term 188

0 1 2 3 4
r [m]

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1.00
E

ffi
ci

en
cy
α

se
le

ct
io

n

2012

2013

2014

2015

2016

2017

2018

Figure 6.12: MLP variable efficiency for α events as a function of reconstructed event radius.
This evaluation has been carried out analyzing 210Po high-statistics Monte Carlo samples.

whole IV volume, the chosen energy window for this analysis is a wide 140 ≤ Nng
pe ≤ 270 range,

which safely include all the 210Po events. The reconstructed energy vs radius ranges are shown in
Fig. 6.13 in red dashed lines in the Nng

pe − r plane. The 210Po gaussian peak value for several radii
has been estimated independently and is shown in black points; the associated ±1σ, ±2σ and ±3σ

reconstructed energy intervals are displayed in different shades of blue.

The radial distribution of α candidate events, after the efficiency correction, before and after the
MLP corrections, is shown in Fig. 6.14.

Fit method and results

As summarized previously, the employed model for the 210Po events radial distribution consists of
three terms: vessel, convection and supported. The analytical description of the rate of α tagged
events as a function of reconstructed radius r, RPo(r), is given by:

RPo(r) = [Rv
Po(r) +Rconv

Po (r) +RsPo] ∗Gauss(0, σL) = (6.4)

=

Rv
Poδ(rIV)︸ ︷︷ ︸
Vessel

+Rconv
Po e(r−rIV)/λc︸ ︷︷ ︸

Convection

+ RsPo︸︷︷︸
Supported

 ∗Gauss(0, σL) = (6.5)

= RPo(rIV;Rv
Po, R

diff
Po , R

s
Po, λc, σL) (6.6)

where rIV is the average IV radius, λc is the average effective convection length, Rv
Po is the vessel

210Po term, Rconv
Po = Rconv

Po (r = rIV), RsPo is the supported 210Po term. While Rv
Po(r) is localized

around the IV radius, assuming a gaussian shape due to the finite position resolution, Rconv
Po (r)
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Figure 6.13: 210Po radial analysis method: reconstructed energy vs radius. The 210Po

gaussian peak value for several radii has been estimated independently and is shown in black points;
the associated ±1σ, ±2σ and ±3σ reconstructed energy intervals are displayed in different shades
of blue. The dashed red rectangle shows the region selected by the cuts (140 < Nng

pe < 270) and
(r < 4 m).

rapidly decrease towards the detector center and RsPo(r) is constant throughout the scintillator.
The position reconstruction smearing is modeled as a Gaussian with σL resolution parameter.

A delicate assumption of this model is connected to the IV shape, which is known to be asymmetric
with respect to the azimuthal θ angle. Therefore, the fraction of 210Po detaching from IV and
diffusing into the scintillator may be slightly θ-asymmetric as well, at least in the portions of
scintillator extremely close to the IV. The IV shape symmetry with respect to the ϕ polar angle
can be safely assumed. Performing the radial analysis it is implicitely assumed that the angular θ
and ϕ 210Po rate dependences, whose exact modeling would be unworkable, can be absorbed in a
simpler and effective radial distribution (RPo(r, θ ϕ) = RPo(r)). It follows that the four parameters
λ, rIV, Rconv

Po and Rv
Po are implicitely averaged over the angular coordinates. To limit the impact of

a non-perfectly-spherical vessel, the FV for this analysis is selected such that the average distance
from the vessel is at least ≈ (50− 60) cm.

The fit is performed separately in the North and in the South hemisphere, considering large spherical
FVs: r < 3.8 m and z > 0 m for North hemisphere, while r < 3.4 m and z < 0 m for South one.
These maximum radial values for the analysis FV have been determined by means of a χ2/NDF

optimization of the fit scanning several FVs, maximizing the data-model agreement; in any case,
results are proven to be stable against the radial fit range.

The vessel term plays a crucial role for the success of the analysis being the term most sensitive
to σL. Unfortunately, since we don’t fit over the whole volume, only the lower tail of its gaussian
distribution contributes and the fit struggles to determine rIV. For this reason, rIV is determined
independently, from the spatial distribution of the β contamination on the vessel, and is fixed in
the fit.
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Figure 6.14: 210Po radial analysis method: radial distribution of α candidate events
after basic cuts (quality cuts, energy, MLP, hemisphere), before and after the MLP efficiency
corrections, respectively in blue and red profiles.

The fit to the Phase-III-TMP dataset with the radial model described by Eq. (6.6) is shown
in Fig. 6.15, for the FV North hemisphere. Results for both North and South hemispheres are
reported in Tab. 6.1; they are found consistent and with a good data-agreement, quantified by
χ2/NDFNorth = 0.98 and χ2/NDFSouth = 0.80 respectively. Note that the convection lengths found
for the two hemispheres (λNorth

c = 1.44± 0.12 and λSouth
c = 1.53± 0.25) exceed of seven times the

expected diffusion-only lengths for a liquid scintillator (≈ 20 cm); this restates the importance of
convective motions within the scintillator. The combined North and South hemisphere analysis
return an overall 210Po supported rate RsPo = 10.8±2.3 cpd/100t, with a ≈ 21% relative uncertainty.

I have verified that the result of this method is stable against details of the data selection (energy
range, MLP selection and efficiency) and of the fit (radial fit range). I have varied the most relevant
parameters of interest one by one within reasonable ranges; the overall variation of the result
concerning the 210Po supported rate change by less than 0.5 cpd/100t, as shown in Tab. 6.2. These
variations could be considered as an estimation of the systematic uncertainties associated to the
radial analysis itself. However, as already mentioned at the beginning, the results of this method
should be taken only as qualitative, since they are based on strong approximations concerning the
convective 210Po spatial distribution.

6.2.2 210Po clean bubble method

This method is based on the search for the cleanest bubble in the scintillator, i.e., a region where
the convective motions are negligible or marginal, and the 210Po count rate is mostly due to the
supported term. A rough localization of the bubble can be performed even by eye, looking at the
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Figure 6.15: 210Po radial analysis method: radial fit for the Phase-III-TMP dataset
according to Eq. (6.6) in the North hemisphere. The result of the fit is shown in red. The three
contributions considered in the fit are shown in black (vessel term), orange (convective term) and
blue (supported term).

map of the 210Po rate as a function of time (Fig. 6.8): a clean blue spot around z ∼ 1 m with a
low 210Po counting rate (∼ (10− 15) cpd/100t) is evident starting from 2016. A more detailed and
rigorous analysis based on a spatial fit of the 210Po distribution will be described in the following.

Only data from 2017 are considered so that the contribution from unsupported 210Po term is
negligible: the dataset ranges from Jan 2017 to Dec 2018, for a total livetime of 625.5 days. In this
assumption, the minimum 210Po rate inside the clean bubble RbPo can be described as the sum of
supported term RsPo and the convection term RcPo:

RbPo = RsPo +RcPo (6.7)

Consequently, thanks to the 210Bi -210Po secular equilibrium relation, an upper limit for 210Bi rate
can be set as

RBi = RsPo ≤ RbPo = Rs - rec.
Po (6.8)

where the equal sign holds in case the clean bubble region is free from any convective motion, i.e.
in case of pure 210Bi -210Po secular equilibrium. In the following method, RbPo is extracted, but the
two 210Po contributions RsPo and RcPo cannot be disentangled. Therefore, according to Eq. (6.8),
only an upper limit for the 210Bi rate will be set.

Unlike the radial analysis described in Sec. 6.2.1, the clean bubble method does not make any
assumption on the spatial distribution of the supported and convective 210Po terms. Instead, it
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210Po radial analysis, Phase-III-TMP

North South

RsPo [cpd/100t] 10.6± 2.4 12.7± 7.6

λc [m] 1.44± 0.12 1.53± 0.25

σL [m] 0.22± 0.01 0.27± 0.01

χ2/NDF 0.98 0.80

Table 6.1: 210Po radial analysis method: results for the Phase-III-TMP dataset, in the
North and South hemisphere. The fit is performed in the rNorth < 3.8 m and rSouth < 3.5 m regions
for North and South hemispheres respectively.

Parameter
Uncertainty

[cpd/100t] %

Radial fit range ±0.09 ±0.7%

Energy range cut ±0.345 ±1.7%

MLP threshold cut ±0.23 ±1.9%

MLP efficiency ±0.046 ±0.4%

Total ±0.43 ±3.3%

Table 6.2: 210Po radial analysis: stability against fit parameters involved in the data selection or
in the fit method.

searches for a region which can be fitted by a spheroidal shape:

RPo(x, y, z) = RbPo

[
1 +

(x− x0)2

a2
+

(y − y0)2

c2
+

(z − z0)2

b2

]
(6.9)

This function is simply the generalization of the 1D parabola and describes the local Taylor
expansion around a point of minimum (x0, y0, z0). The analysis procedure can be summarized in
three steps:

1. 3D fit. The fitting can be simplified by means of a preliminary step. A 3D 210Po rate fit is
performed on the full data set (2017-2018) in the range |x| < 3 m, |y| < 3 m, −1 m < z < 3 m,
assuming Eq. (6.9) as analytical function. From this first fit we get a rough estimate of x0,
y0, z0, a, b and c. We obtain that x0 and y0 are compatible with 0 while z0 ∼ 0.8 m. We
also find that a is approximately equal to c: therefore it is possible to assume a ϕ cylindrical
symmetry and approximate Eq. (6.9) to

RPo(ρ, z) = RbPo

[
1 +

ρ2

a2
+

(z − z0)2

b2

]
(6.10)

where ρ =
√
x2 + y2 is the cylindrical radius.

2. Not-aligned fit. From the α counting analysis, it is known that the 210Po clean bubble
center z0 is not perfectly stable in time because of temperature changes, which induce 210Po
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motions. For this reason, the fit is then performed on a monthly basis on a 70 t fiducial mass,
using the expression Eq. (6.10) as a function of ρ2 and z, to extract the z0(t) trend in time
(not aligned fit).

3. Aligned fit. As a final step, the 2D fit is performed after having aligned data at the center
of the bubble to the previously obtained z0(t) trend, in a 20 t fiducial mass. This is equivalent
to perform the fit with respect to ρ2 and z − z0(t) variables. The results of the fit are shown
in Fig. 6.16; the extracted 210Po minimum rate is RbPo = 11.8± 0.8 cpd/100t, including the
statistical uncertainty only. The projections of the 2D histogram to the ρ2 and z − z0 axes
are shown in Fig. 6.17.

Figure 6.16: 210Po clean bubble method: 2D fit of 210Po rate as a function of ρ2 and z− z0(t),
where z0 is the center of the fit bubble, in 2017 Jan - 2018 Dec period (625.5 days), according to
Eq. (6.10).

Figure 6.17: 210Po clean bubble method: projections of Fig. 6.16 2D fit of 210Po rate on the
ρ2 and z − z0(t) axes, in 2017 Jan - 2018 Dec period (625.5 days), according to Eq. (6.10).
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It is worth to underline that the effect of the thermal stability operations could bring significant
advantages in the extraction of a 210Bi constraint. Indeed, in the best case, the clean bubble size
could be enlarged in the next future thanks to the detector thermalization, generating a 210Po rate
plateau: this would be a clear sign that the 210Po rate has reached a physical minimum. If this
plateau will be sufficiently large, we could directly extract RsPo and therefore RBi with a significant
precision, instead of an upper limit as discussed previously. However, until now we don’t have a
clean evidence of a 210Po rate plateau (as seen in right panel of Fig. 6.17, which shows a 210Po

minimum) and therefore we will use only the bubble analysis result as an upper limit on 210Bi rate.

Systematic studies

In the following, we discuss the systematic errors associated to the previously described clean bubble
method.

1. Clean bubble size. I have evaluated the error associated to the choice of the clean bubble
size, by varying it from a minimum of 10 t to a maximum of 35 t: the contribution to the
error is estimated to be ±0.42 cpd/100t.

2. Choice of the analytical function for the 2D fit. The impact of the choice of the fitting
function on the results can be analyzed choosing alternatively a smoother pan-like shape or a
sharper V-shape instead of the standard paraboloid one (Eq. (6.10)). The projections of the
2D fits over the z−z0(t)-direction, selecting these two fitting functions, are shown respectively
in the left and in the right panel of Fig. 6.18. The RbPo differences with respect to the standard
case are quoted as the systematics errors, and have been evaluated as ±+0.00

−2.38 cpd/100t. The
negative error is not included in the overall systematic uncertainty for the R(210Bi) upper
limit.

3. Homogeneity of 210Bi rate. Beyond the systematic errors discussed so far, we still have to
evaluate the uncertainty associated to the extrapolation of the clean bubble result to the entire
FV used for the CNO-ν analysis. This is the main subject discussed in the next Sec. 6.3.

As shown also in detail in Sec. 6.3.2, we anticipate the final estimate of the 210Bi content R(210Bi) =

11.8+1.6
−2.8 cpd/100t, which will be converted in a 210Bi rate upper limit. The quoted error has been

obtained summing in quadrature the previously mentioned systematic and statistical errors.

6.2.3 Toy MC for the 210Po clean bubble method validation

Besides the systematic studies shown until now, we have to check whether the the 2D paraboloid
(Eq. (6.9)) fitting procedure introduces biases to the extracted RbPo value, and therefore on the
R(210Bi) result. I have evaluated this possibility by means of dedicated Monte Carlo studies: I
have simulated thousands of pseudo-datasets in which the 210Po spatial distribution is given by the
sum of two terms, the supported 210Po plus convection 210Po , and then I have fitted them with
the same procedure used for the real data (as described in the previous Sec. 6.2.2).

I followed this procedure:

1. PDFs generation. The first step is the generation of two ρ2−z 2-dimensional PDFs, one for
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Figure 6.18: 210Po clean bubble method: systematic associated to the choice of the
analytical model shape. Projections of 2D fit of 210Po rate on the z − z0(t) axes, in 2017 Jan -
2018 Dec period (625.5 days), according to analytical shapes slightly different from the standard
paraboloid one (Eq. (6.10)).

each 210Po contribution: supported and convection3. Events are firstly simulated uniformly in
the FV and, on an event-by-event basis, a weight is applied to the event to properly describe
the 210Po distribution of the chosen term.

The supported term is generated uniformly throughout the whole IV, therefore assigning
a trivial weight which does not depend on the event position wsupported(x, y, z) = 1. The
convection term is the most critical one, since currently there is no exact analytical dependence
to describe it. In this work, the weight is assumed exponentially decreasing as a function of
the event distance from the Inner Vessel4, i.e. wconvection(x, y, z) = e−dIV(x,y,z)/λ. λ is the
convection length; I have generated convection 210Po PDFs with different λ assumptions,
taking into account that from the radial analysis on data (described in Sec. 6.2.1) it is expected
to be included within the 0.8 m− 1.6 m range. The finite position reconstruction resolution is
taken into account on an event-by-event basis by means of a gaussian smearing, while the
real deformed shape of the IV is properly considered.

Exemplary 2D ρ2 − z PDFs are shown in Fig. 6.19, for the 210Po supported term (left panel)
and the 210Po convection term (right panel). A realistic IV shape, obtained averaging the ones
from the 2 years of data-taking considered by the clean bubble analysis, has been assumed;
the employed convection length in this example is λ = 1.0 m.

2. PDFs sampling. The second step consists in sampling the previously generated PDFs
according to the real expected statistics in the same period of the clean bubble analysis. In
this way, a pseudo-dataset is generated.

I have generated pseudo datasets in different conditions: assuming different convection lengths
λ and different values of RsPo and Rconv

Po . An example of the pseudo-datasets can be seen in
Fig. 6.20, where I have assumed λ = 1.0 m, Rs - inj.

Po = 10 cpd/100t and, at the 210Po convection

3In particular, the 210Po vessel term is not necessary, since the 2D fitting considers only a 20 t region within the
FV, where the vessel term is absent.

4Several possibilities for the wconvection(x, y, z) modeling have been analyzed; the conclusions of these studies are
unchanged with respect to what is shown in the following.
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minimum, Rs - inj.
Po /R

conv. - inj.(min)
Po ≈ 2. In particular, one can note that the generated 210Po

distribution reproduces the typical clean region found on data, and centered approximately at
z ≈ 0.5 m and ρ ≈ 0 m (dark blue region). However it is worth to remind again that the goal
of this study is not to describe a complete and fully detailed picture of the 210Po behaviour
within the FV, but to provide a reasonable 210Po distribution in order to validate the 2D
fitting procedure.

3. Dataset fitting As a final step, the sampled ρ2 − z histogram is then fitted with Eq. (6.10)
for each of the pseudo-datasets in a 20 t mass region, as for the analysis performed on data.
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Figure 6.19: Exemplary toy MC 210Po 2D PDFs ρ2−z for the 210Po supported term (left panel)
and for the 210Po convection term (right panel). The employed convection length is λ = 1.0 m.

In the following, we report an example in the λ = 1.0 m scenario: results of 103 fits of simulated
pseudo-experiments with a 2 y statistics are shown in Fig. 6.21. The histograms for the following
quantities are shown: injected and reconstructed rates of supported 210Po (Rs - inj.

Po and Rs - rec.
Po

respectively); difference of these two 210Po rates (∆RsPo); z0 of clean bubble; χ2/NDF of the fit.

The most important conclusion is that, in this parameters configuration, the method induces only an
overestimation of the 210Po supported term: in 99.8% of cases, the reconstructed 210Po minimum is
higher than the related injected value. The average bias, displayed by the mean of the gaussian-like
∆RsPo = Rs - rec.

Po −Rs - inj.
Po distribution (upper right plot), is +1.9 cpd/100t. The data-agreement is

good, as quantified by the χ2/NDF distribution (lower left panel). Note also that the bubble z0

distribution (lower right panel) peaks around ∼ 0.5 m, which is a qualitatively reasonable result if
compared to the convection 210Po distribution shown in Fig. 6.19.

I have performed similar studies for several combinations of the input parameters λ, Rs - inj.
Po and

Rconv−inj.
Po in a wide range, and I have verified that the conclusions reported for the previous example

still hold; in particular, Rs - inj.
Po can be only overestimated by the method (i.e. Rs - rec.

Po > Rs - inj.
Po ). As
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Figure 6.20: Exemplary toy MC 210Po pseudo-dataset fit: ρ2 − z histogram of 210Po rate
(in color scale), superimposing the fitting according to the clean bubble method (red lines). The
input parameters are: λ = 1.0 m, Rs - inj.

Po = 10 cpd/100t and, at the 210Po convection minimum,
Rs - inj.

Po /R
conv. - inj.(min)
Po ≈ 2 The fitted region consists of 20 t of scintillator mass.

an example, I report the RsPo distributions scanning the λ parameter, from λ = 0.6 m to λ = 2.0 m,
fixing Rs - inj.

Po = 10 cpd/100t and, at the 210Po convection minimum, Rs - inj.
Po /Rconv.−inj.

Po (min) ≈ 0.5.
In all these cases, it is immediate to note that the Rs - rec.

Po can be only positively biased.

In conclusion, the toy MC study provides confidence that the 2D fit adopted in the clean bubble
method never underestimates the 210Po supported term, and is therefore suitable for the extraction
of an upper limit for the 210Bi rate in the scintillator.
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Figure 6.21: Toy MC for the 210Po spatial distribution: results of 103 fits of simulated pseudo-
experiments with a 2 y statistics. The following distributions are reported: injected and reconstructed
rates of supported 210Po (top left panel); difference of these two rates (top right panel); χ2/NDF of
the fit (bottom left panel); z0 of clean bubble (bottom right panel).
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Figure 6.22: Toy MC of 210Po distribution: results of 200 fits of simulated pseudo-experiments
with a 2 y statistics varying the λ parameter (λ = 0.6 m, λ = 0.8 m, λ = 1.0 m, λ = 1.2 m, λ = 1.4 m,
λ = 1.6 m, λ = 1.8 m, λ = 2.0 m). For each inset, the 210Po injected and reconstructed supported
rates are reported, respectively as red vertical lines (10 cpd/100t) and as blue histograms.



6.3 Homogeneity and time stability of 210Bi decay rate 200

6.3 Homogeneity and time stability of 210Bi decay rate

In order to apply the result of the clean bubble analysis to the entire FV and in the entire
Phase-III-TMP data, we must prove that 210Bi is both uniform and stable in time.

As a preliminary estimation, I have studied the evolution in time and the distribution in space
of the β count rate. 210Bi events are a fraction of the β events selected by the basic quality cuts
sequence (see Sec. 4.1). In spite of its secondary role in the total counting rate, 210Bi is the only
contribution within this energy window which in principle may vary in time and space: the solar
neutrino interactions are necessarily stable in time5 and homogeneously distributed in the detector.
Thus, the study of the β total counting analysis variations is directly linked to the determination of
210Bi homogeneity and time stability features.
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Figure 6.23: β counting analysis: definition of the optimized energy region. Left panel:
2D profile of figure of merit employed for the definition of the optimized energy region, in color
scale, as a function of the two window borders. Right panel: collocation of the optimized energy
region for the β counting analysis within the Borexino energy spectrum.

In order to decouple this analysis from the complex time-position pattern of the 210Po rate I
have selected events in an energy window far from the 210Po peak. Furthermore, I optimized the
energy window in order to maximize the contribution of 210Bi with respect to the other species.
Figure 6.23 (left panel) shows the 2D profile of the figure of merit (F = R(210Bi)/

√
R(210Bi) +Rall

as a function of the low and high energy bounds6. The best window is found to be 284 ≤ Nng
pe ≤ 471

(0.55 MeV . E . 0.92 MeV) and is shown in Fig. 6.23 (right panel), superimposed to the Borexino
energy distribution and to the simulated spectra of each one of the species. Even in this optimized
energy window, the 210Bi events contribute only with ≈ 16% of the total count rate: the other
present species are the 7Be-ν (≈ 61%), the CNO-ν (≈ 8%), the 11C (≈ 7%), the pep-ν (≈ 6%) and
the 85Kr (∼ 2%).

The time evolution of β event rate in FV and in the optimized energy window is reported in

5Except for neutrino flux seasonal modulations, whose amplitude is about 6.7% and with a 1 y period, due to the
eccentricity of the Earth’s orbit.

6The injected rates used for this estimation are, for most of the neutrino and background species, the Phase-II
ones; R(210Bi) ≈ 12 cpd/100t, as from the clean bubble analysis will show (see Sec. 6.2.2).
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Fig. 6.24. In order to damp the fluctuations due to low statistics (in this window the total β count
rate is ∼ 12 cpd/100t) I performed a one year moving average: for each time bin considered, the β
rate is calculated integrating over the previous and the next six months. This process increases the
statistics for each time bin, smoothes the β trend in time, damping the high frequency fluctuations
and at the same time averaging the effect of the solar neutrino rate seasonal modulations. As a
drawback, it introduces correlations between points distant less than six months from each other.
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Figure 6.24: β counting analysis in the FV for the 284 ≤ Nng
pe ≤ 471 energy window and after

a 1 year moving average. The beginning of Phase-III-TMP dataset is marked by the orange dashed
line.

Phase-II data show a significant decrease in the event rate going from 2012 to 2016 (Rβ2012 =

12.94±0.25 cpd/100t and Rβ2016 = 10.48±0.25 cpd/100t), while in Phase-III-TMP the rate stabilizes:
Rβ2018 = 10.91 ± 0.25 cpd/100t. This decrease can be explained by the technical details of the
purifications carried out in 2010: indeed, the scintillator was extracted from the bottom of the
detector, purified and then inserted again in the top hemisphere. This means that, immediately
after purifications, the cleanest scintillator in term of 210Pb contamination (and therefore also
of 210Bi ) was stratified near the top of the Inner Vessel, and some of it was out of the Fiducial
Volume considered in the analysis. It took few years for the clean scintillator to completely mix
and therefore enter in the FV. This could explain the apparent decrease of 210Bi rate during the
Phase-II, and of its subsequent stabilization.

From these considerations, it is clear that we cannot use the full dataset from 2012 until now to
perform the CNO-ν analysis. We must select a subset of data where the 210Bi can be considered
uniform in space. We decided to consider only data starting from July 2016 (the so-called Phase-III,
already introduced in Chapter 3 and in Sec. 4.1.4) with the following motivations:

• We know that 210Pb (and therefore 210Bi and 210Po as well) have a diffusion length of the
order of λ ∼ 20 cm. This is a typical value for the diffusion length in liquid hydrocarbons,
which according to the Fick’s laws of diffusion can be evaluated as

λ =
√
DτPo D ∼ 10−9 m2/s (6.11)
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where D is the diffusion coefficient: it can be obtained by the Stokes-Einstein equation which
describes the diffusion of spherical particles in a liquid in case of laminar flow. If diffusion
were the only mechanism occurring in the scintillator for the 210Pb migration, simulations
show that it would have not had time to homogenize in space even after 4-6 years.

• However, we know from the careful analysis of the 210Po distribution (see Fig. 6.8) that,
before thermal insulation, convective currents were present in the detector which effectively
enlarged the transport length λ and allowed the fluid to mix. From the study of the 210Po

movements in 2012-2016 period, we can estimate that the effective λ, resulting from the
combination of diffusion and convection, was of the order of several meters.

• Assuming λ = 1 m (which is a very conservative assumption) we find, from the thermody-
namical simulations, that after 4 years from the beginning of Phase-II the fluid should have
mixed at least on a mass scale of 20 t.

Following these very conservative estimations we have decided to focus the CNO-ν analysis only on
data from July 2016 on (Phase-III). From the previous considerations we are confident that in this
period 210Pb (and therefore 210Bi ) is uniform on a scale of ∼ 20 t. In the following Sec. 6.3.1 we
will evaluate the systematic uncertainty associated to the extrapolation of this hypothesis to the
entire volume used in the analysis (71.3 t).

6.3.1 210Bi spatial homogeneity

The clean bubble analysis described in Sec. 6.2.2 allowed to find the minimum of the 210Po rate
distribution in a subset of the FV. This minimum rate will be used to constrain R(210Bi), as an
independent measurement, in the multivariate fit for the CNO-ν analysis, in Chapter 7. As hinted
in the Sec. 6.3, we must prove the 210Bi rate homogeneity on the full volume used in the CNO-ν
analysis.

I have followed two approaches to quantify the uncertainty related to the 210Bi homogeneity:

1. Study of the homogeneity inside and outside the the clean bubble region: the β counting rate
in a 20 t mass around the 210Po rate minimum is compared with the one the complementary
region within the FV.

2. Study of the homogeneity in the z-direction: a set of software-defined z-slices is considered,
and the homogeneity is evaluated assuming linear variations for the β rate along the z-axis.

In the following, these two methods are reviewed in detail.

210Bi homogeneity inside and outside the clean bubble region

In this approach, I have compared the β counting rate in a 20 t mass around the minimum of 210Po

rate, and in its complementary region within the FV, throughout the full Phase-III-TMP. I have
chosen an energy window 150 ≤ Nng

pe ≤ 471 (0.32 MeV . E . 0.92 MeV) wider with respect to
the one for analysis described in Sec. 6.3, in order to increase the statistics and consequently to
lower as much as possible the uncertainty associated to the β extracted rates. This energy range
contains a fraction εBi = 55.1% of the 210Bi events; since it contains also the 210Po gaussian peak,
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Figure 6.25: β counting analysis: extrapolation of clean bubble analysis result to
the FV, time evolution. The evolution of β counting rate in time, in the energy window
150 ≤ Nng

pe ≤ 471 (0.32 MeV . E . 0.92 MeV), is shown for the clean bubble, described in
Sec. 6.2.2 (green points), and for the FV (red points).

we must apply a MLP selection cut to remove them, as described in Sec. 6.1.1. Fig. 6.25 shows
the β rate trends in time for the clean bubble region (green points) and for the complementary
one (red points). Note that the clean bubble trend is more scattered, because of the less available
statistics (∼ 1/3).

The extracted β rates, integrated over the Phase-III-TMP period, areRβBubble = 36.23±0.48 cpd/100t

and RβCompl = 36.04 ± 0.27 cpd/100t. The β rate difference between the two volumes is ∆Rβ =

RβBubble −R
β
Compl = −0.19± 0.55 cpd/100t, corresponding to a 210Bi rate difference of

∆R(210Bi) = ∆Rβ/εBi = −0.45± 1.30 cpd/100t (6.12)

which is consistent with null value.

Homogeneity in the z-direction

As a further crosscheck of the 210Bi uniformity I have also performed a study considering a set of
slices symmetric to the z axis, to investigate possible inhomogeneities along the vertical direction.
To get sufficiently high statistics, the FV is divided into six 11.86 t slices, and I have considered the
same wide energy window 150 ≤ Nng

pe ≤ 471 (0.32 MeV . E . 0.92 MeV) of the previous Section.

The β event rates for each of the six z-slices are reported in Fig. 6.26, for different years in Phase-III
(top panels and bottom left panel) and for the full Phase-III-TMP dataset (bottom right panel)
in the 150 ≤ Nng

pe ≤ 471 energy window; it can be seen also by eye that no evident features or
variations of the β rate are present along z. As for the previous β rate analysis, the 1 y integration
eliminates the neutrinos seasonal modulations.
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Figure 6.26: β slices counting analysis: β events rate as a function of z for different years in
Phase-III (top panels and bottom left panel) and for the full Phase-III-TMP dataset (bottom right
panel) in the optimized 284 ≤ Nng

pe ≤ 471 energy window.

To quantify the systematic associated to the 210Bi rate homogeneity, we can model linearly the β
events rate Rβ(z) and the 210Bi rate as:

Rβ(z) = Rβ0 +Kβ
z · z =⇒ R(210Bi)(z) = Rβ(z)/εBi (6.13)

where Kβ
z is a distortion coefficient which takes into account possible linear variations of the 210Bi

rate as a function of z. The 210Bi rate difference within the FV, ∆R(210Bi), and its uncertainty
σz(

210Bi) can be evaluated as:

∆R(210Bi) =
Kβ

εBi
· zmax − zmin

2
=⇒ σz(

210Bi) =
σ(Kβ

z )

εBi
· zmax − zmin

2
(6.14)

where zmin and zmax represent the z-coordinates boundaries of the FV (respectively, −2.2 m and
1.8 m). The β rates have been linearly fitted according Eq. 6.13: the resulting Rβ0 , K

β
z and ∆R(210Bi)

parameters are reported in Tab. 6.3 for different years of Phase-III-TMP.

Kβ
z values are compatible with zero for all the time periods analyzed, confirming the β rate

homogeneity in a ≈ 10 t mass scale: on the full Phase-III-TMP, one gets ∆R(210Bi) = 0.47 ±
0.91 cpd/100t. Note that this error is slightly smaller with respect to what found with the previous
method (1.30 cpd/100t). To be conservative, we decided to include the largest error on the systematic
budget.
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Period Rβ0 [cpd/100t] Kβ
z [cpd/100t m−1] ∆R(210Bi)

2016 35.6± 0.44 0.03± 0.42 0.12± 1.53

2017 35.7± 0.41 −0.09± 0.38 −0.32± 1.38

2018 35.2± 0.39 0.19± 0.37 0.69± 1.35

Phase-III-TMP 35.1± 0.27 0.13± 0.25 0.47± 0.91

Table 6.3: β slices counting analysis: linear fit parameters (Eq. 6.13) for β events rate in six
∼ 11 t isovolumic z-slices defined inside the FV, as a function of years and in the Phase-III-TMP.

6.3.2 Final result on the 210Bi rate

All the systematics associated to the 210Bi independent measurement are reported in Tab. 6.4:
the one associated to the 210Po supported rate extraction, as addressed in Sec. 6.2.2, and the one
related to the 210Bi homogeneity, as discussed in Sec. 6.3.

To get the final uncertainty for the 210Bi , the Tab. 6.4 210Bi systematic uncertainty has to be
summed in quadrature with the with the 0.8 cpd/100t statistical one. We remind that we are
not interested in the negative uncertainty, since in this analysis we are looking for a R(210Bi)

upper limit only. Therefore, for the positive uncertainty, we get σBi =

√
(σstat.

Bi )
2

+
(
σsyst.

Bi

)2
=√

(0.8 cpd/100t)
2

+ (1.3 cpd/100t)
2

= 1.6 cpd/100t. Summarizing, from the analysis discussed in
this Chapter, I can conclude that my result for the 210Bi rate is R(210Bi) = 11.8+1.6

−2.8 cpd/100t.
This can be converted into an upper limit for 210Bi rate R(210Bi) < 14.9 cpd/100t at 95% C.L. (see
Eq. (6.8)).

Systematic source Systematic error [cpd/100t]
210Bi rate spatial homogeneity ±1.30

210Po clean region size ±0.42
210Po analytical 2D fitting shape +0.0

−2.4

Total budget +1.4
−2.8

Table 6.4: β slices counting analysis: linear fit parameters (Eq. 6.13) for β events rate in six
∼ 11 t isovolumic z-slices defined inside the FV, as a function of years and in the Phase-III-TMP.

6.4 Conclusions

In this Chapter I have discussed the strategy to determine the 210Bi rate from the 210Po one. After
the completion of the Borexino thermal insulation (second half of 2016), the two isotopes are nearly
in secular equilibrium, even though the system is still perturbed by residual convective motions
which inject small amount of 210Po out of equilibrium in the FV.

In spite of the complexity of the system, I have shown it is possible to extract the 210Po supported
term (and therefore the 210Bi rate) by means of a fit to a 20 t clean bubble of the detector almost
free from the convective currents (clean bubble method). By studying the uniformity in space and
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the stability in time of the β count rate, I have demonstrated that the 210Bi rate extracted in the
clean bubble can be extrapolated to the entire FV volume and in the entire Phase-III-TMP period.
I have extracted the associated systematic uncertainty according to two different methods, and in
order to be conservative, I have quoted the largest one.

The final result for the 210Bi rate is R(210Bi) = 11.8+1.6
−2.8 cpd/100t, which can be converted into an

upper limit R(210Bi) < 14.9 cpd/100t at 95% C.L. This value will be used in Chapter 7 to constrain
the 210Bi rate in the multivariate fit, in order to extract the CNO-ν interaction rate.



Chapter 7

First indication of a solar neutrinos signal from the
CNO cycle reactions

All the analysis ingredients presented in the previous Chapters will be combined in this last Chapter
to obtain the first indication of a CNO-ν signal with Borexino detector.

The multivariate fit, used to disentangle the CNO-ν signal from the backgrounds, will be performed
on the Phase-III-TMP dataset (17 July 2016 - 02 June 2019). Following the indications coming
from the sensitivity studies discussed in Sec. 3.2, the fit will be performed constraining the pep-ν
and 210Bi interaction rates to the values obtained independently: the pep-ν rate will be constrained
to the SSM predictions, while the 210Bi rate will be constrained to the upper limit derived from the
210Bi -210Po analysis shown in Chapter 6. Both analytical and Monte Carlo approaches for the
multivariate fit will be employed, showing consistent results and leading to a CNO-ν signal with
significance in the ∼ 4σ range.

The chapter is organized as follows: the multivariate fit results obtained for Phase-III-TMP dataset
by means of Monte Carlo or analytical multivariate analysis will be presented and discussed in
Sec. 7.1.1 and Sec. 7.1.2, respectively. An overview of the systematic errors affecting the analysis is
given in Sec. 7.2. The significance of the results on CNO-ν is outlined in Sec. 7.3. The implications of
the CNO-ν results in term of solar physics will be outlined in Sec. 7.4. Conclusions and perspectives
are discussed in Sec. 7.5.

7.1 The CNO-ν analysis

In this Section I will discuss the results of the analysis performed to extract the CNO-ν rate with
Borexino. I have analyzed data from the Phase-III-TMP dataset (2016 July 17 - 2019 June 02)
which has a total exposure of 644.24 days× 100 ton. After applying the selection cuts thoroughly
described in Sec. 4.1, I performed the multivariate analysis, i.e. the simultaneous fit of the energy,
radial and pulse-shape distributions, with both the Monte Carlo and analytical approaches (see
Sec. 4.2). The results given by the two methods are consistent, as described in Sec. 7.1.1 and
Sec. 7.1.2, respectively.
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7.1.1 Monte Carlo based multivariate fit: results

As discussed in Sec. 4.3.2, the Monte Carlo fit is based on the reference shapes for signal and
background obtained by simulations: every species which contribute to the total rate in Borexino is
simulated for each run of Phase-III-TMP following the experimental conditions recorded in the
database (run duration, trigger threshold, number of working PMTs, and so on).

After solving the issue which was causing a mismatch between the simulations and data for Phase-
III-TMP, the Monte Carlo was upgraded (see Sec. 5.5 and Sec. 5.6) and I re-simulated the reference
PDFs to be used in the multivariate fit. As shown in Sec. 4.2.2, the improved Monte Carlo is
now able to fit the Phase-III-TMP data: the fit in the so-called pp chain configuration, i.e. fixing
the CNO-ν interaction rate and leaving free all the other neutrino interaction rates, gives results
consisted with the one published on Phase-II data [39].

Note that the production of the Monte Carlo reference shapes is not completed yet: 14C and pile-up
PDFs are very CPU-time consuming and they are being finalized only in these days. For this
reason, the multivariate fit is currently performed only starting from Nn

h = 140 (where Nn
h is the

normalized number of hits), corresponding to ≈ 320 keV, in order to cut out the low energy part
where these species have their spectra. The pile-up tail can actually extends above 300 keV, but
I have estimated its contribution to be small < 0.2 cpd/100t and I included it in the systematic
error budget (see Sec. 7.2). In summary, the multivariate Monte Carlo fit is performed in an energy
range between 140 ≤ Nn

h ≤ 950, i.e. 320 keV . E . 2.9 MeV.

The parameters left free to vary in the fit are the rates of the signal and background species. The
detector response (energy scale, resolution and so on) is automatically taken into account in the
simulated reference PDFs. The only exceptions are the position of the 210Po gaussian peak and the
starting point of the 11C spectrum which are left free to adjust on data (see Sec. 4.3.2).

MC fit results [cpd/100t], 140 ≤ Nn
h ≤ 950 range

7Be-ν 47.3± 1.4

CNO-ν 5.4+1.2
−1.0

pep-ν 2.74± 0.04 [constrained]
210Bi 12.1± 1.5 [upper limit]
85Kr 9.5± 2.2
210Po 51.46± 0.59
11C 27.4± 0.5

214Bi (ext. bkg.) 3.65± 0.54
40K (ext. bkg.) 0.0

208Tl (ext. bkg.) 5.08± 0.27

χ2/NDF 1.30

Table 7.1: Monte Carlo based fit for Phase-III-TMP dataset: best estimates. The
Monte Carlo multivariate fit is performed in the 140 ≤ Nn

h ≤ 950 reconstructed energy range. The
CNO configuration is adopted, i.e. pep-ν rate constrained to HZ-SSM, 210Bi rate constrained to
independent estimations (upper limit R(210Bi) < 14.9 cpd/100t at 95% C.L.), CNO-ν rate free to
vary. The best estimates for neutrino and background rates (in cpd/100t units) and the fit χ2/NDF

are reported. Only statistical uncertainties are quoted.
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Figure 7.1: Monte Carlo multivariate fit results for Phase-III-TMP dataset in CNO
configuration for the TFC-subtracted (left) and the TFC-tagged (right) energy spectra (top
panels), with residuals (bottom panels). The sum of the individual components from the fit (black
lines) is superimposed on the data (grey points). The analysis has been performed within the
140 ≤ Nn

h ≤ 950 energy window, excluding the lower energy fraction of the energy spectrum. The
residuals are calculated in every bin as the difference between the data counts and the fit result,
divided by the square root of the data counts. The interaction rates are reported in Tab. 7.1.

Following the indications of the sensitivity studies discussed in Chapter 3, in order to break the
correlation between CNO-ν, 210Bi and pep-ν spectral shapes, I constrained the interaction rates
of 210Bi and pep-ν species to the values obtained independently. For the pep-ν specie, the SSM
predictions are exploited, leading to the constraint R(pep - ν) = 2.74± 0.04 cpd/100t. Note that
the reported uncertainty of 1.45% accounts for both the theoretical error on the neutrino flux and
the one on the oscillation parameters. For what concerns the 210Bi rate the results obtained by
means of the 210Po clean bubble method described in Sec. 6.2.2 have been employed, including also
the systematic associated to the extrapolation of the clean bubble result to the entire FV used for
the CNO-ν analysis (see Sec. 6.3.2): R(210Bi) < 14.9 cpd/100t at 95% C.L.

The Phase-III-TMP Monte Carlo multivariate fit results in this configuration (from now on called
CNO configuration) are reported in Tab. 7.1: only statistical uncertainties are quoted. Fig. 7.1
displays the TFC-subtracted (left panel) and TFC-tagged (right panel) energy spectra, along
with the associated residuals (bottom panels). The data model agreement is good, quantified
by χ2/NDF = 1.30, and is similar to what was found for the Phase-II multivariate fit. The
residual plots don’t show any anomalous structure nor biases. The extracted CNO-ν rate is
RMC(CNO - ν) = 5.4+1.2

−1.0 cpd/100t (statistical error only). The other rates in output of the fit
(for example the 7Be-ν rate) return results consistent with what was obtained and published for
Phase-II [39].



7.1 The CNO-ν analysis 210

7.1.2 Analytical multivariate fit: results

In the following, the results obtained with the analytical multivariate fit for the Phase-III-TMP
dataset will be shown.

In this case the reference shapes for signal and background are obtained by means of an analytical
model, thoroughly discussed in Sec. 4.2.1. Some of the parameters which describe the detector
response are left free to vary in the fit (light yield, resolution-related parameters, and so on) together
with the rates of neutrinos and backgrounds. The large number of free parameters makes the
analytical fit more flexible with respect to the Monte Carlo fit. On the other hand, the analytical
fit is more prone to correlations between species, induced by the fact that the response parameters
can slightly adjust the energy scale and alter the spectral shape of each species.
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Figure 7.2: Analytical multivariate fit results for Phase-III-TMP dataset in CNO
configuration for the TFC-subtracted (left) and the TFC-tagged (right) energy spectra (top
panels), with residuals (bottom panels). The sum of the individual components from the fit (black
lines) is superimposed on the data (grey points). The analysis has been performed within the
140 ≤ Ndt1 - n

p ≤ 900 energy window, excluding the lower energy fraction of the energy spectrum.
The residuals are calculated in every bin as the difference between the data counts and the fit result,
divided by the square root of the data counts. The interaction rates are reported in Tab. 7.2.

The analytical fit is performed in the range 140 ≤ Ndt1 - n
p ≤ 900 which corresponds to 330 keV .

E . 2.9 MeV. Like in the Monte Carlo fit discussed in the previous paragraph, also in this case the
lower energy portion of the spectrum is not considered. While for Monte Carlo this was due to a
practical issue, i.e. the PDFs of the species in the lower energy region are not ready yet, in this case
the reason is connected to a problem already mentioned in Sec. 4.3.1. Indeed, in Phase-III-TMP
the analytical multivariate fit performed in the so-called pp configuration (i.e. fixing the CNO-ν
rate to the SSM predictions) returns value for the pp-ν which are significantly higher than the
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Analytical fit results [cpd/100t], 100 ≤ Ndt1 - n
p ≤ 900 range

7Be-ν 51.2± 6.3

CNO-ν 6.2+2.7
−2.6

pep-ν 2.74± 0.04 [constrained]
210Bi 8.1± 5.3 [upper limit]
85Kr 1.2± 17.4
210Po 47.3± 1.9
11C 27.3± 0.4

214Bi (ext. bkg.) 2.92± 0.52
40K (ext. bkg.) 0.0

208Tl (ext. bkg.) 5.36± 0.28

χ2/NDF 1.20

Table 7.2: Analytical fit for Phase-III-TMP dataset: best estimates The analytical
multivariate fit is performed for in the 140 ≤ Ndt1 - n

p ≤ 900 reconstructed energy range. The
CNO configuration is adopted, i.e. pep-ν rate constrained to HZ-SSM, 210Bi rate constrained to
independent estimations (R(210Bi) < 14.9 cpd/100t at 95% C.L.), CNO-ν rate free to vary. The
best estimates for neutrino and background rates (in cpd/100t) and the fit χ2/NDF are reported.
Only statistical uncertainties are quoted.

Standard Model predictions and not consistent with our previous result published on Phase-II
[39]. This effect is evident in the last years of Phase-III-TMP, especially in 2018. The issue is
currently under investigation. Some hypotheses on its origin (change in the response function
due to loss of PMTs, wrong treatment of pile-up) have been studied (see Section 4.3.1) and have
been ruled out. I am currently studying the possibility that this high pp-ν rate is due to some
spurious noise affecting data after 2018. In any case, the problem does not seem to affect the higher
energy portion of the spectrum. For this reason I decided to perform the fit above Ndt1 - n

p = 140

(≈ 330 keV). Of course, the range restriction reduces the available information for the fit, implying
that some of the species which have a large part of their spectrum at lower energies (like 7Be-ν and
85Kr background) are determined with less precision with respect to the fit which exploits the full
energy range. Furthermore, the low energy part of the spectrum (dominated by 14C events) helps
constraining the energy scales and reduces the systematics of the analytical fit. So, it is auspicable
that in a near future the issue is solved and the fit will be performed in the entire energy range.

Results for the analytical fit for Phase-III-TMP dataset, performed in the CNO configuration, i.e.,
constraining pep-ν and 210Bi to the value obtained independently, are shown in Fig. 7.2. The best
estimates for neutrino and background rates are reported in Tab. 7.2. The extracted CNO-ν rate is
RAN(CNO - ν) = 6.2+2.7

−2.6 cpd/100t, consistent with the result obtained by the Monte Carlo fit.

7.2 Overview of the systematic errors

In this section, the main sources expected to provide a systematic uncertainty to the CNO-ν
measurement are summarized. This part of the analysis is still incomplete and is planned to be more
deeply and accurately investigated in the next months; however, the conclusions on the CNO-ν
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significance are not expected to change dramatically: indeed, we expect the overall uncertainty of
the CNO-ν rates to be dominated by the error in output from the multivariate fit (∼ 25%), mainly
due to the error on 210Bi constraint.

Fit approach

The two Monte Carlo and analytical approaches return compatible CNO-ν rates RAN(CNO - ν) =

6.2+2.7
−2.6 cpd/100t (analytical) and RMC(CNO - ν) = 5.4+1.2

−1.0 cpd/100t (Monte Carlo), showing the
consistency of the two methods. Consequently, no systematic uncertainties has been associated to
the fit approach.
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Figure 7.3: CNO-ν analysis: systematics associated to the 85Kr rate. The multivariate
fits for both the Monte Carlo (red) and analytical approaches (blue) has been performed according
to the configurations illustrated in the previous Sec. 7.1; in addition, the 85Kr has been fixed to
several values within reasonable ranges. The variables reported are the CNO-ν rate (left), the
7Be-ν rate (center), the ∆χ2 = χ2 − χ2

min (right).

Correlations among species involved in the fit may bias the CNO-ν results. For example, dedicated
sensitivity studies [63] confirmed by the analysis of Borexino Phase-I and Phase-II data have shown
that the 7Be-ν and 85Kr rates are slightly anticorrelated in the multivariate fit, due to the similar
recoil e− spectral shape and to the close end-point energy.
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Therefore it is important to study whether a similar correlation 85Kr-CNO-ν is present also in
the CNO configuration, and if it could possibly bias the CNO-ν extracted rate. Similarly, the
systematics associated to the pep-ν constraint are studied setting a pull term based on the LZ-SSM
scenario instead of HZ-SSM one, which is done as default in CNO configuration.

• Stability for 85Kr background rate variations. The 85Kr background, which lies in the
lowest part of the energy spectrum, has an energy endpoint of862 keV, therefore only a small
fraction of its spectrum is found in the fit range. For these reasons, the multivariate fit has
little sensitivity to it, and the 85Kr extracted rate can be biased by correlations with other
species.

To study these possible correlations, the fit has been repeated fixing the 85Kr rate to different
values, ranging from 0 cpd/100t to 11 cpd/100t. This latter value is defined by an independent
analysis for the 85Kr rate determination, which exploits the tagging of 85Kr−85m Rb decays
delayed coincidences (see Sec. 2.3.1); the resulting 85Kr rate upper limit [65] is R(85Kr) <

10.9 cpd/100t at 95% C.L for Phase-III-TMP period.

Results for Monte Carlo and analytical approach are reported in Fig. 7.3, where the top and
the bottom rows refer to the Monte Carlo and analytical approach respectively: the reported
quantities are the CNO-ν rate (left), the 7Be-ν rate (center), the ∆χ2 = χ2 − χ2

min (right).
The extracted CNO-ν rates are found compatible with the results shown in Tab. 7.1 and
Tab. 7.2; in conclusion, we do not associate any systematic error to the CNO-ν result for the
85Kr correlation.

• Stability for pep-ν constraint variations. A secondary source of systematics is given by
the pep-ν pull term; it can be set according to LZ-SSM predictions instead of HZ-SSM ones.
Results on CNO-ν rate are compatible, showing negligible variations at the < 0.1 cpd/100t

level.

• 210Bi constraint. Note that the systematics associated to the 210Bi constraint are implicitely
included in the 210Bi penalty uncertainty, as explained in Sec. 6.2.2 and Sec. 6.3 consequently,
no systematics associated to the 210Bi pull term need to be studied in the multivariate fit. As
shown by the sensitivity studies (Sec. 3.2), the 210Bi constraint uncertainty impacts crucially
on the precision of the CNO-ν rate.

11C energy scale

We have hinted previously (Sec. 7.1.1 and Sec. 4.3.2) how, in the Monte Carlo fit approach, the
parameters left free to vary are the interaction rates (for signal and bakgrounds), while the energy
scale parameters for 210Po and 11C backgrounds are free to perform fine tunings. In particular, the
11C species takes on a relevant role for the CNO-ν analysis, since the lowest portion of its spectrum
may overlap with the CNO-ν one; therefore, if its shape is not properly reproduced by the Monte
Carlo simulations, the CNO-ν rate extracted by the fit may be somehow biased.

The choice to leave 11C energy scale as a free parameter even in the Monte Carlo case is justified
by the fact that it is the only e+-induced species in the Borexino spectrum, and that during the
detector calibrations (see Sec. 4.1.1) no β+ sources were employed. Therefore, energy scale shifts at
a ∼ 1%− 2% level are justified.
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Figure 7.4: CNO-ν analysis: systematics associated to the 11C energy scale. Left panel:
∆χ2 profile extracted fitting a highly pure 11C dataset and varying the 11C energy shift parameter.
Right panel: R(CNO - ν) as a function of 11C energy shift parameter, obtained fitting the standard
Phase-III-TMP dataset with the Monte Carlo approach.

We can evaluate the systematics associated to the 11C energy scale considering a highly pure e+

(i.e. 11C) sample obtained by data, applying the TFC algorithm on Phase-III-TMP data with very
tight selection cuts (see Sec. 4.1.3); the multivariate fit is performed on this dataset varying the
11C energy scale parameter, and extracting the ∆χ2 profile (see left panel of Fig. 7.4). Then, the
CNO-ν rate distribution is built performing the multivariate fits on the standard Phase-III-TMP
dataset, and considering only the fits in a ±1σ region around the ∆χ2 minimum. The CNO-ν
results, reported in right panel of Fig. 7.4, are fully compatible with the ones reported in Tab. 7.1
and Tab. 7.2: therefore, no systematic uncertainty is associated.

Energy estimator

The multivariate fit is repeated assuming a reconstructed energy estimator different from the
usual Nn

h and Ndt1 - n
p ones adopted for the Monte Carlo and analytical approaches respectively.

Results on the CNO-ν rate using other energy estimators (i.e. Ndt2 - n
p , another the fixed duration

estimator1 described in Sec. 4.1) are different by less of ∼ 0.1 cpd/100t; therefore, no systematic
error is associated to the energy estimator choice.

Fit range

The systematic error associated to the fit range choice can be evaluated scanning the lower energy
threshold. The CNO-ν (left panel) and 7Be-ν (right panel) rates as a function of the energy fit
starting point are shown in Fig. 7.5; trends associated to analytical and Monte Carlo fits are shown
in red and blue lines respectively. Only small variations of the results are observed for the CNO-ν
rate, marginal if compared to the statistical uncertainty, proving the CNO configuration solidity;
consequently we don’t associate any related systematic error. This fit range stability confirms the

1We remind that the Ndt2 - n
p energy estimator counts the number of fired PMTs within 400 ns from the cluster

beginning, normalized to a fixed number of 2000 working PMTs.



7.2 Overview of the systematic errors 215

robustness of the CNO-ν rate result for both the approaches in the chosen fit energy range.
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Figure 7.5: Stability against fit energy range. The CNO-ν and 7Be-ν rates are reported as
a function of the starting fit energy in Ndt1 - n

p or Nn
h (respectively for Monte Carlo or analytical

approaches, in red or blue).

Pile-up

While in the analytical approach the pile-up species is automatically included in the fit by means of
the convolution method (see Sec. 4.2.1), in the Monte Carlo approach it must be simulated and
calculated in the fit separately. As mentioned in Sec. 7.1.1, the pile-up simulations after the Monte
Carlo upgrade are still ongoing, therefore pile-up is not included in the Monte Carlo fit. The energy
range of the fit 140 ≤ Nn

h ≤ 950 still includes a small tail of pile-up events: from independent
estimations, I have evaluated its contribution to be . 0.20 cpd/100t. This is accounted for as a
systematics for the Monte Carlo approach.

Time stability

The multivariate fit is repeated in the three subperiods of Phase-III-TMP dataset: Phase-III-A
(July 2016 - July 2017), Phase-III-B (July 2017 - July 2018), Phase-III-C (July 2018 - July 2019).
The results are shown in Fig. 7.6, displaying the CNO-ν rate as a function of the dataset time, in
the standard CNO configuration, for the Monte Carlo (right panel) and analytical fit approaches.
For each of the two panels, the horizontal black lines and the green bars represent the R(CNO - ν)

central value and 1σ C.L. obtained analyzing the full Phase-III-TMP period.

In spite of the lower statistics with respect to the full Phase-III-TMP data, the one-year datasets
show that Borexino is still sensitive to the CNO-ν signal, displaying compatible results for different
years.
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Figure 7.6: Time stability: the Monte Carlo and analytical fits (left and right panels, respec-
tively) are shown in three Phase-III-TMP yearly subperiods, in the standard CNO configuration.
For each of the panels, the horizontal black lines and the green bars represent the R(CNO - ν)

central value and 1σ C.L. obtained analyzing the full Phase-III-TMP period.

Detector-related systematics

A source of systematics could be the non-accurate modeling of the detector response. This has been
thoroughly studies for the fit in the pp chain configuration, as published in Ref. [39]. Ensembles
of pseudo-experiments have been generated from a family of PDFs based on the full Monte Carlo
simulations and fitted using both the Monte Carlo and analytical methods. PDFs including
deformations due to possible inaccuracies in the modeling of the detector response (energy scale,
uniformity of the energy response, shape of e+/e− discriminator variable) and uncertainties in the
theoretical energy spectra (210Bi ) have to be considered. The magnitude of the deformation was
chosen to be within the range allowed by the available calibration data [63].

This study should be repeated for the fit in CNO configuration. We can assume for now that the
order of magnitude of the systematic error on CNO-ν rate due to the detector response modeling is
similar to the one quoted for the pep-ν species (which has a similar energy range) in the pp chain
configuration, i.e. ≈ 0.25 cpd/100t [39].

Exposure-related systematics

More marginal sources of systematics, not associated to the fit procedure, are due to the accuracy of
fiducial mass determination, of the data taking livetime and of the scintillator density. The fiducial
volume uncertainty is the dominant one, and its value corresponds to what calculated in Ref. [65]
by means of calibration sources of known positions: +0.6%

−1.1%. The other two sources contribute at
∼ 0.05% level. All these systematics are negligible with respect to the statistical CNO-ν rate
uncertainty.
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Total systematic uncertainty budget

The systematic uncertainties described in the previous paragraphs for Monte Carlo and analytical
fits are reported in the second and third columns of Tab. 7.3. The overall uncertainties is obtained
summing in quadrature the quoted errors: +0.33

−0.32 cpd/100t for the Monte Carlo approach and
+0.26
−0.25 cpd/100t for the analytical one.

R(CNO - ν) systematics [cpd/100t]

Monte Carlo Analytical

Detector-related ±0.25 ±0.25

Exposure-related +0.06
−0.03

+0.06
−0.03

Pileup inclusion ±0.2 -

Overall +0.33
−0.32

+0.26
−0.25

Table 7.3: Relevant sources of systematic uncertainty and their contributions to R(CNO - ν)

in cpd/100t, for both the Monte Carlo and analytical approaches (second and third columns,
respectively).

7.3 Likelihood profiles for the CNO-ν rate

The systematics study shown in the previous Section indicates that the overall uncertainty on
the CNO-ν rate is largely dominated by the statistical error (∼ 1.3 cpd/100t) with respect to the
systematic one (∼ 0.3 cpd/100t). Even though the study of all the possible sources of systematics
is not completed yet, we can conclude that the result is robust and provides a convincing indication
of the presence of a CNO-ν signal.

Including both the statistical and systematic uncertainties, the best estimates for CNO-ν interaction
rates are RMC(CNO - ν) = 5.4+1.2

−1.0 (stat.) ± 0.3 (syst.) cpd/100t = 5.4+1.3
−1.1 cpd/100t for the Monte

Carlo fit and RAN(CNO - ν) = 6.2+2.7
−2.6 (stat.) ± 0.3 (syst.) cpd/100t = 6.2+2.7

−2.6 cpd/100t for the
analytical fit.

The confidence interval for this measurement can be precisely extracted by means of the profile
likelihoods of CNO-ν interaction rate. These are obtained scanning the R(CNO - ν) parameter
space, and are displayed for both analytical and Monte Carlo approaches in Fig. 7.7 (red and blue
contours respectively). For both the two approaches, the absence of a CNO-ν signal can be ruled
out in the ∼ 4σ statistical significance range, compatibly with the expectations from sensitivity
studies illustrated in Fig. 3.8. In particular, for the analytical and Monte Carlo fits we get 3.6σ

and 4.9σ significances respectively. The latter approach is shown to be more stable, thanks to the
lower number of free parameters with respect to the analytical approach.

Note that the profile likelihoods are appreciably asymmetric, due to the 210Bi upper limit set in the
fit. Indeed, its presence strongly disfavours the lowest CNO-ν values (R(CNO - ν) . 5 cpd/100t),
while it impacts in a milder way on the higher ones, since a lower limit on the 210Bi background is
not provided. Each of the ∆χ2 profiles shown can be parametrized with two independent parabolic
shapes, each for one side with respect to the minima. The confidence intervals for R(CNO - ν) at
1σ, 2σ and 3σ levels are quoted in Tab. 7.4
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Figure 7.7: Profile likelihoods of the CNO-ν interaction rate both for Monte Carlo and
analytical fits (respectively, solid red and solid blue lines). The green and yellow vertical bands
show the ±1σ confidence intervals for the CNO-ν rate in Borexino according to the LZ-SSM and
HZ-SSM predictions [24]. The horizontal lines represent three confidence levels for the hypothesis
exclusion.

For what concerns solar physics, the result on the CNO-ν flux is found in agreement with the
predictions of the SSM both in the high and in the low metallicity hypotheses. Even though
our measurements are closer to the HZ-SSM predictions, the associated errors are too large to
discriminate between the two hypotheses. This topic is addressed with more detail throughout the
next Sec. 7.4.

7.4 Implications on solar physics

7.4.1 Discrimination of metallicity scenario

As discussed in Sec. 1.4, several works (Ref. [31, 32, 33]) have reviewed the spectroscopic determina-
tion of the solar photospheric composition. As a consequence of this revision, the input metallicity
abundance has been lowered to Z/X = 0.0165 (AGS09, low metallicity or LZ scenario [31]), that is
about 28% less than the previous GS98 value (high metallicity or HZ scenario). Unfortunately,
solar models incorporating the LZ hypothesis metallicity as input parameters are not able to
describe properly the helioseismology results (as for example, the sound speed profile, as shown in
Fig. 1.6); on the other hand, the HZ-SSM predictions are found in better agreement with the same
experimental measurements.

The Borexino measurements of the 7Be-ν and 8B-ν fluxes are found in a mild tension against the
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C.I. for R(CNO - ν) [cpd/100t]

Analytical Monte Carlo

1σ (68.3% C.L.) 3.6− 8.8 4.3− 6.6

2σ (95.5% C.L.) 2.1− 11.3 3.2− 8.3

3σ (99.7% C.L.) 0.8− 12.5 2.2− 10.3

Table 7.4: Confidence intervals for R(CNO - ν) in cpd/100t from the Monte Carlo and
analytical Phase-III-TMP multivariate fits reported in Sec. 7.1.1 and Sec. 7.1.2.

most quoted LZ-SSM scenario (rejecting it at 96.6% C.L., i.e. standardized 1.8σ), while are finely
consistent with HZ-SSM predictions [39]. Also the CNO-ν Borexino measurement can be used to
probe the solar metallicity: the CNO-ν flux indeed depends strongly both on the Sun temperature
and on the C+N abundance. The difference in the predictions of CNO-ν flux assuming the two
metallicity sets is about 28%.

Considering the HZ-SSM and LZ-SSM as two alternative models, I have performed a frequentist
hypotheses test, considering the 7Be-ν and 8B-ν fluxes determined by the Phase-II analysis [39]
and the CNO-ν flux result obtained in this thesis by means of the Monte Carlo fit (Sec. 7.1). I
define a 3D χ2 estimator as:

χ2(SSM) =
(
ΦSSM − ΦExp

)T (
ΣSSM + ΣExp

)−1 (
ΦSSM − ΦExp

)
(7.1)

where ΣSSM and ΣExp are the covariance matrices of the (Φ7Be,Φ8B,ΦCNO) SSM fluxes (which
is extracted by the more complete Tab. 1.2 [36]) and of the mentioned Borexino measurements
respectively2:

ΣSSM
HZ =

0.090 0.168 0.084

0.168 0.436 0.221

0.084 0.221 0.608

 ΣSSM
LZ =

0.073 0.124 0.056

0.123 0.292 0.124

0.056 0.127 0.281

 (7.2)

ΣExp
Bx =

σ2
7Be 0 0

0 σ2
8B 0

0 0 σ2
CNO

 (7.3)

I employed a test statistics employed t which considers the LZ-SSM and HZ-SSM as two alternative
hypothesis:

t = −2 log [L(HZ)/L(LZ)] = χ2(HZ)− χ2(LZ) (7.4)

The t probability distributions are built by means of a toy Monte Carlo approach: I have randomly
generated 106 pseudo-datasets, i.e. triplets of (Φ7Be,Φ8B,ΦCNO), by sampling a 3-dimensional
gaussian centered on the HZ-SSM or LZ-SSM predictions, and having a width which includes both
theoretical and experimental errors and correlations. The distributions of the three fluxes are shown

2The covariance matrix components are Σij = σiρijσj , where σi is the i-th neutrino flux and ρij is the covariance
of the i-th and the j-th neutrino fluxes couple.
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Figure 7.8: Frequentist hypothesis test for the metallicity discrimination: 3D distribu-
tion of the (Φ7Be,Φ8B,ΦCNO) fluxes, obtained by means of pseudo-dataset . The red and the blue
distributions are related to the HZ-SSM and LZ-SSM hypotheses respectively.

in Fig. 7.8, in red and blue for HZ-SSM and LZ-SSM hypothesis respectively. For each of the
generated triplets, I have evaluated t according to Eq. (7.4).

The distributions of the test statistics t (Eq. (7.4)) are shown in Fig. 7.9 for the two HZ-SSM
and LZ-SSM metallicity hypothesis (red or blue respectively). The value of t corresponding to
the Borexino results for 7Be-ν, 8B-ν and CNO-ν fluxes, i.e. tBx = t(ΦBx

7Be,Φ
Bx
8B,Φ

Bx
CNO) = −4.69, is

marked by the black dashed line.

Our measurements show a mild preference for the HZ-SSM scenario; I have evaluated the Borexino
exclusion power to the LZ-SSM hypothesis by estimating the blue curve area located at the left
of the f(t|HZ) median, i.e. pBx =

∫ tBx

−∞ f(t|LZ)dt = 0.015. This represents the Borexino exclusion
power combining the three fluxes measurement: it disfavors the LZ-SSM metallicity hypothesis at a
1− 0.015 = 98.5% C.L.. This result can be standardized in terms of gaussian standard deviations
as3 Z = Φ−1(1 − pBx) = 2.1σ. The Borexino exclusion constraint is slighly stronger than the
median sensitivity power (median p-value), which is obtained integrating f(t|LZ) up to the median
of the f(t|HZ) distribution, i.e. pmedian =

∫ tmedian−HZ

−∞ f(t|LZ)dt = 0.015, excluding LZ-SSM at a
1− 0.034 = 96.5% C.L., corresponding to 1.8σ standard deviations.

The Borexino measurement of the CNO-ν rate does not drastically improve the rejection power
based only on the 7Be-ν and 8B-ν fluxes, which was found to be where a 1.8σ (see Ref. [39]). This
is mainly due to the large statistical error of the extracted R(CNO - ν).

3Where Φ is the Gaussian cumulative distribution function.
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Figure 7.9: Frequentist hypothesis testing for the metallicity discrimination: test statis-
tics t for the HZ-SSM vs LZ-SSM discrimination, combining the information from the fluxes triplet
(Φ7Be,Φ8B,ΦCNO). The red and blue distributions are the Eq. (7.4) test statistics PDFs, evaluated
by means of Monte Carlo simulations (HZ-SSM and LZ-SSM in red and blue respectively)s. The
black dashed line corresponds to the Borexino results sensitivity power, i.e. t(ΦBx
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8B,Φ
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while the pink dashed line represents the Borexino median discovery power.

Future perspectives

It is interesting to understand whether a more accurate ΦCNO measurement would be able to
significantly improve the discrimination power between LZ-SSM and HZ-SSM scenarios. For this
reason, I have performed the same frequentist sensitivity study shown above, assuming a more
precise CNO-ν determination. I have examined two exemplary cases: σ(CNO - ν) = 0.5 cpd/100t

and the extreme case of σ(CNO - ν) ≈ 0.1 cpd/100t.

The t (Eq. (7.4)) probability distributions obtained for the two analyzed cases are shown in Fig. 7.10.
This study shows that, if a future Borexino-like experiment will be able of measuring ΦCNO with a
10% precision (i.e. σ(CNO - ν) ≈ 0.5 cpd/100t in Borexino), the resulting median exclusion power
(2.2σ) would be only slightly larger than the current one, as displayed in left panel of Fig. 7.10.

Note that the σ(CNO - ν) in Borexino is dominated by the error on the 210Bi independent constraint;
an uncertainty of σ(CNO - ν) < 0.5 cpd/100t could be reached only if the convective currents bringing
210Po inside were completely stopped and the clean bubble region expanded to the entire FV.

A further increase of the precision, i.e. 2% (i.e. σ(CNO - ν) ≈ 0.1 cpd/100t in Borexino), would
not increase significantly the discrimination, leading to a 2.6σ exclusion power (right panel of
Fig. 7.10): this is due to the fact that the theoretical uncertainty would be dominant (0.81 cpd/100t

for HZ-SSM and 0.55 cpd/100t for LZ-SSM). No further increase of the discrimination capability
would occur until the theoretical error is reduced as well.
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Figure 7.10: Frequentist hypothesis testing for the metallicity discrimination assuming
10% and 2% experimental errors on ΦCNO (left and right panels respectively). The test statistics
t for the HZ-SSM vs LZ-SSM discrimination, combining the information from the fluxes triplet
(Φ7Be,Φ8B,ΦCNO), are shown as red and blue distributions, evaluated by means of Monte Carlo
simulations (HZ-SSM and LZ-SSM respectively). The black dashed lines correspond to the median
exclusion power.

7.4.2 Determination of C+N abundance

In this Section I will show that the measurement of the CNO-ν flux can be used to obtain direct
information on the primordial abundance of Carbon and Nitrogen minimizing the uncertainties on
many input parameters of the SSM. I will follow the method proposed in Ref. [42, 167], summarizing
the basic concept and applying it to the Borexino case as described in Ref. [168].

As discussed in the previous Section, the assumption on metallicity influences significantly the SSM
predictions, at least for some of the solar neutrino fluxes. However, the dependence on metallicity
is an indirect one: the different metal content affects the solar matter opacity, which in turn has
an impact on the temperature profile of the Sun interior, and this ultimately drives the nuclear
interaction rates and therefore the neutrino emission rate. This degeneracy between metallicity,
opacity and solar temperature makes it difficult to gather information on the input parameters
from a measurement of the solar neutrino fluxes.

A similar situation holds for many of the SSM input parameters (those called environmental
parameters, in Ref.[42]), including age τ�, luminosity L�, diffusion rate D, together with the
already mentioned opacity and metallicity (considering also the heavy elements abundances xi,
where i is an element from O to Fe); the dependence of neutrino fluxes from these parameters
collapses into a dependence on the solar core temperature Tc, where Tc is an implicit function of
them.

Indeed, it can be shown that for each reaction producing neutrinos in the Sun the main controlling
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parameter is Tc. The dependence of the neutrino fluxes from the core temperature is a power-law
with a different exponent γi for each reaction occuring in the Sun: γi < 0 for the primary pp-ν
(γpp ∼ −1), while it ranges from ∼ 10 to ∼ 30 for neutrinos produced in the secondary branches of
the pp-chain (7Be-ν, 8B-ν, pep-ν) and in the CNO cycle (see Table 7.5).

pp 7Be 8B 13N 15O

Bahcall and Ulmer 1996 [169] -1.1 10 24 24.4 27.1
Fuschini and Villante 2019 [170] -0.8 10.5 23 14.7 19.6

Table 7.5: Values for the power law γi coefficients in the Φi ∼ T γic relation [169, 170].

The CNO-ν flux (in particular the CN-ν one) has an interesting characteristic with respect to
the other fluxes: besides its dependence on the environmental parameters which, as in the other
cases, collapses into a dependence on Tc, it is also directly dependent on the content of Carbon
and Nitrogen which catalize the reaction. It is therefore possible to extract some information on
the C and N content in the Sun core by combining the measurement of CNO-ν flux with the one
of neutrinos coming from other reactions in the Sun, like for example, 8B neutrinos (whose flux
is measured with a ≈ 2% precision by Super-Kamiokande [52]). Both fluxes depends on Tc with
different exponent γCN and γ8B and, by taking the ratio of their fluxes with a proper weight k, it is
possible to nearly cancel out the dependence on Tc (and therefore on the environmental parameters)
leaving only the dependence on the CN content.

In other words, the 8B-ν flux can be employed as a thermometer to measure the Sun core temperature,
to be used in the CNO-ν flux measurement to extract the CN content. The weighting factor k is in
first approximation related to the ratio γCN/γ8B, but is determined precisely by minimizing the
uncertainty due to the environmental parameters. The procedure to perform this minimization
is described in Ref. [168] and leads to k = 0.735 assuming the HZ-SSM inputs; it is important to
underline that, as expected, the C+N abundance results do not depend from the input metallicity
choice.

Following this strategy, the CNO-ν and 8B fluxes weighted ratio is practically independent from Tc
and therefore from the environmental parameters, leaving a dependence on xC and xN :

ΦBx
CN

ΦSSM
CN

/(
ΦSK

8B

ΦSSM
8B

)0.735

= x0.810
C x0.196

N D0.183
C ×

×
[
S−0.837

11 S0.332
33 S−0.663

34 S0.735
17 S−0.756

e7 S1.003
114

]
×

×
[
L0.612� k0.021

a k−0.049
b τ0.289�

]
×

×
[
x0.005

O x−0.004
Ne x−0.003

Mg x0.002
Si x0.001

S x0.0001
Ar x0.005

Fe

]
(7.5)

where the various terms on the r.h.s. of Eq. (7.5) are the input parameters for solar model
construction normalized to the adopted B16-SSM. It is also possible to shown that [170]

xαCx
1−α
N ∼ Nα

CN
1−α
N ∼ NC +NN (7.6)

where Ni is the fraction of i-th metal with respect to 1H. Combining Eq. (7.5) with Eq. (7.6), one
can now write the proportionality relations between the fluxes and the abundances xC and xN,
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considering all the other SSM variables as systematic sources:

ΦBx
CNO

ΦSSM
CNO

/(
ΦSK

8B

ΦSSM
8B

)0.735

∼ x0.807
C x0.198

N =
NC +NN

NSSM
C +NSSM

N

(7.7)

Inverting Eq. 7.7, it is possible to obtain the sum of C and N abundances NC +NN from the CNO-ν
rate measured in this thesis (RBx

CNO):

NC +NN

NSSM
C +NSSM

N

=
RBx

CNO

RSSM
CNO

·
(

ΦBx
8B

ΦSSM
8B

)−0.735

·

1±
8B︷︸︸︷
2% ±

(env.)︷ ︸︸ ︷
0.5%±

(nucl.)︷ ︸︸ ︷
9.3% ±

(diff)︷ ︸︸ ︷
2.7%

 =

= 1.10± 0.18 · [1± 2%± 0.5%± 9.3%± 2.7%] =

= 1.10± 0.22

(7.8)

It is immediate to note that in Eq. (7.8) the overall uncertainty is dominated by the RBx
CNO error

(≈ 16%). Further contributions to the error are obtained by propagating the uncertainties in the
environmental, nuclear and diffusion parameters for SSM construction. The dominant error source
is given by the S-factors of nuclear reactions, with the largest contributions given by S114 (7.3%),
S34 (3.6%) and S17 (3.7%). Note that the error due to the environmental inputs of the SSM,
included the solar plasma opacity, is relatively small (0.4%), since it has been cancelled out in the
weighted ratio of CN and 8B-ν fluxes. From Eq. (7.8), one gets:

NBx
C+N = (4.55± 1.33) · 10−4NH (7.9)

Metallicity discrimination by using the C+N abundances measurement

The comparison between the C+N abundance in the GS98 (red line) and AGS09 (blue line)
catalogues is reported in Fig. 7.11; the Borexino result is shown as the black horizontal bar. As
discussed above, the error is dominated by the experimental uncertainty, and being large (≈ 30%) it
makes impossible to discriminate between the HZ-SSM and LZ-SSM hypotheses. If the experimental
error was reduced to 10%, the theoretical error would start being dominant in the overall error
budget (see the green horizontal bar), still limiting the discrimination power.

A discrimination test based on this abundance approach is weaker with respect to the one described
in the previous Sec. 7.4.1, since it does not fully exploit the metallicity impact on SSM predictions.
However, it is worth to remind the importance of this measurement, which is the first direct
determination of the C+N abundance in the Sun core by means of the neutrino fluxes; the
advantage of not being dependent on the metallicity inputs and, more generally, on the details of
the SSM, guarantees robustness to the measurement.
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Figure 7.11: Comparison between the C+N abundance reported in the GS98 (red line) and
AGS09 (blue line) catalogues; the Borexino result is shown as the green horizontal bar Eq. (7.9)).
The abundance determined by a possible next future experiment able to measure the CNO-ν flux
measurement with 10% precision is shown as a green horizontal bar.
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7.5 Conclusions and perspectives

The analysis of the Borexino Phase-III-TMP dataset described in this Chapter has led to the first
indication of the existence of CNO neutrinos. This result has been obtained following both the
analytical and Monte Carlo fit approaches to disentangle the CNO-ν signal from the background.
A crucial ingredient in the analysis is the constraint to the 210Bi rate in the fit, which was obtained
exploiting the 210Bi -210Po link (see Chapter 6).

Including both the statistical and systematic uncertainties, the best estimates for the CNO-ν
interaction rate are RMC(CNO - ν) = 5.4+1.3

−1.1 cpd/100t for the Monte Carlo fit and RAN(CNO - ν) =

6.2+2.7
−2.6 cpd/100t for the analytical fit. The hypothesis of absence of a CNO-ν signal is rejected,

by using both the approaches, in the ∼ 4σ statistical significance range, compatibly with the
expectations coming from the sensitivity studies. These results represent the first direct experimental
proof of the CNO-ν cycle which, according to the stellar models, is believed to be the primary
source of energy for the stars more massive than the Sun.

Furthermore, I have exploited this measurement to infer additional information on solar physics.
Combining the CNO-ν interaction rate obtained in this thesis with the previous Borexino 7Be-ν
and 8B-ν measurements, I have shown that Borexino alone disfavours the LZ-SSM scenario at
98.5% C.L. (2.2σ). This slightly improves the result obtained by Borexino with the 7Be-ν and 8B-ν
results alone. I have also shown that improving the CNO-ν measurement precision would not help
much to discriminate between the HZ-SSM and LZ-SSM hypothesis, unless the theoretical error is
also reduced.

Exploiting the CNO-ν rate measured in this thesis, I have applied the procedure described in
Ref. [42, 167, 168] to extract the sum of Carbon and Nitrogen abundance in the core of the
Sun, which is NBx

C+N = (4.55 ± 1.33) · 10−4NH. In spite of the large error, this is the first direct
measurement of the C+N primordial abundance and is very robust against details of the Standard
Solar Model, since it has been derived minimizing the impact of the so-called environmental input
parameters.



Chapter 8

SOX: Short distance neutrino Oscillations with
BoreXino

The search for sterile neutrinos is still an open question in particle physics. Beyond the three-flavor
mixing well-established picture, anomalous disappearances or appearances of neutrino events have
been reported in different neutrino oscillation experiments. Well-known examples are LSND and
MiniBooNE results, and the evidences of missing νe or νe in short baseline reactor and radioactive
source experiments [98]. All these anomalies could be naturally explained assuming the mixing of
the three active flavors with one or two sterile states in the ∆m2

new ≈ (0.5− 2) eV2 mass region.
However, a tension among the overall results of neutrino oscillation experiments exist, and a part
of them do not support the existence of sterile state(s). While earlier CMB data pointed to the
confirmation of sterile anomalies, pushing towards the possibility of the existence of more than
three neutrino states, recent more accurate data of Planck survey [97] prefer the standard scenario.
In a nutshell, further experiments are still needed to clarify the current status, defintely confirming
or disproving the sterile neutrino hypotesis.

SOX [156] (Short distance neutrino Oscillations with BoreXino) has been one of the experiments
planned to probe the sterile anomalies, and possibly test conclusively the sterile neutrino(s)
hypothesis. The SOX data taking was planned to begin in the first half of 2018, lasting 1−1.5 years.
The key idea relied on placing an intense artificial 144Ce-144Pr νe source close to the Borexino
detector, with no alteration to the current detector design. If sterile neutrino in the ∆m2

new ∼ eV2

mass range exist, SOX would detect a deficit in the observed flux with respect to the predictions, due
to the sterile oscillations. Unfortunately, the SOX project have been stopped before its beginning
in February 2018, due to the impossibility of realizing the source with the required characteristics
[157]. However, the SOX preparatory work has gone wasted: the preliminary series of sensitivity
studies performed, including a wide analysis of the associated systematics, can be used to illustrate
the main peculiarities of a short-baseline neutrino experiment for the search of sterile neutrinos,
allowing to employ again the acquired expertise in future experiments.

I have been involved in the SOX project during my whole first PhD year. My personal contribution
is mainly related to the sensitivity studies in the limit setting configuration, and to the related
preparatory work. I have been one of the two main investigators of the SOX sensitivity power,
involved in the validation and testing of the SOX sensitivity framework. A large part of my work is
related to the study of systematic effects impact on SOX exclusion power, extending the sensitivity
framework as necessary. I was also in charge of the Monte Carlo production of νe massive simulations
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necessary for the events PDF production to be given as input for the sensitivity framework. These
simulations have been also largely employed for the study of the detection efficiency dependence on
IV distance.

This chapter is organized as follows. The SOX project design and main features are reviewed in
Sec. 8.2. The νe event selection cuts are discussed in Sec. 8.3. The basic ideas about a short baseline
sensitivity analysis are overviewed in Sec. 8.4. An exemplary strategy for the calculation of the total
number of νe detected during the SOX data taking is discussed in Sec. 8.5. The technical tools and
procedures for the sensitivity analysis are described in detail in Sec. 8.6. The analysis of systematic
effects is reported in Sec. 8.8 and Sec. 8.9, regarding the source-related and the detector-related
systematic effects impact on the SOX exclusion power. Conclusions will be outlined in Sec. 8.10.

8.2 Main features

The SOX project has been a proposed short-baseline neutrino oscillation experiment whose main
goal was the probing of sterile anomalies at the ∆m2 ∼ E/L ∼ 1 eV2 scale. The Borexino detector
is an excellent candidate for hosting a sterile neutrino experiment, thanks to the extremely low
background contaminations, the large active mass, the high position and energy reconstruction
precision and the expertise achieved in ten years data taking both for geo-neutrinos and solar
neutrino physics. The original data-taking schedule was scheduled to start a 1− 1.5 ys data taking
starting from the first half of 2018.

One of the SOX advantages is the possibility to perform the experiment without changes to the
current Borexino layout, avoiding a consistent part of the long sequence of preparatory studies.
According to the SOX design, a 100 kCi-150 kCi 144Ce–144Pr νe source was planned to be placed
beneath the Borexino detector (see Fig. 8.2), thanks to a cubical pit accessible through a small
squared tunnel (Fig. 8.1) that was built at the time of construction for the future calibration
detectors and neutrino magnetic moment measurements. The distance from the νe source to the
Borexino detector center was 8.51 m. Since the emitted νe from the 144Ce–144Pr ranges between
E ∼ (1.8− 3.0) MeV, the experiment is particular sensitive to the ∆m2 ∼ E/L ∼ (10−1 − 10) eV2

sterile state mass range. Basic estimations show that the number of expected events, in absence of
sterile neutrino, is found in the order of ∼ (0.7−1.0) ·104 events (see Sec. 8.5), while the background
events play a marginal role.

The Russian spent nuclear fuel reprocessing company, Federal State Unitary Enterprise Mayak
Production Association, had been identified to be the only facility able to deliver a PBq scale sealed
source of 144Ce, which would have been extracted from Kola Nuclear Power Plant in Russia. After
several delays in the spent fuel refinement and in the source production, the Mayak Production
Association announced the impossibility to produce the required source, marking unavoidably the
end of the SOX experiment.

8.2.1 Source requirements

Electronic anti-neutrinos from 144Ce-144Pr source are efficiently detected in Borexino by means of
inverse β decay reaction on protons νe + p→ e+ + n (see Sec. 2.2). The low radioactivity and the
clean tag offered by the space-time coincidence between the prompt e+ and the subsequent neutron
capture make accidental background less than one event per year in the total volume.
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Figure 8.1: Picture of the tunnel which leads to the pit under the Borexino detector.

The choice of the 144Ce-144Pr couple as νe emitters is due to tight and precise constraints. The
νe IBD energy threshold is Ethr = 1.806 MeV, thus a source radioisotope with a high endpoint β
decay is required [171]. Since for β decay half-life and endpoint energy are strongly anti-correlated,
this requirement leads to look for nuclei with half-lives typically shorter than a day, and prevents
the employment of a single radioisotope as antineutrino generator. Looking for a cascading pair
of β decaying isotopes, the parent nucleus has to be a rather long-lived isotope (with month or
year-scale half-life) and the daughter nucleus a short-lived isotope. The latter one must display
a β endpoint energy as high as possible above the IBD threshold, in order to maximize the IBD
reaction rate. Several pairs of isotopes meeting these requirements have been identified. Combining
these physics-driven requirements with the production feasibility constraint, mainly based on the
production rate in nuclear reactor cores, the most suitable νe generator for a very short baseline
experiment is the 144Ce–144Pr pair. It satisfies all the aforementioned features, since the two
half-lives are τ144Ce = 285 days and τ144Pr = 17 mins, while the high 144Pr Q-value is 2.99 MeV.
The simplified decay scheme of 144Ce − 144Pr pair is depicted in Fig. 8.3. The theoretical νe
144Ce − 144Pr emitted spectrum, and the predicted νe spectra detected by Borexino (obtained
folding the differential observable νe spectrum from 144Pr with the IBD cross section) without
sterile neutrino oscillations are reported respectively in the left and in the right panel of Fig. 8.4.

The 144Pr β-decay is followed, for the 0.7% of decays, by a 2.185 MeV γ ray, which represents
an additional source of accidental background. The complete isolation of the νe generator from
the outside is an indispensable condition for implementation of the project: due to the very high
activity of the source, this emission constitutes a major radiation protection concern. A dedicated
material shielding is necessary to suppress this background, a massive tungsten-alloy cylinder 19 cm

thick.

8.2.2 Calorimetric measurements

The knowledge of the source activity is a crucial parameter for the success of a short-baseline
neutrino experiment, since is directly linked to the total number of νe expected events; for the SOX
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Figure 8.2: Schematic layout of the Borexino detector and of the approximate location of the
144Ce-144Pr νe source (represented by the red cylinder under the detector).

experiment, as we will be investigated later (Sec. 8.8), a ≈ 1% precision level is required to achieve
the required exclusion power. The highly shielding tungsten-alloy cylinder prevents a direct source
activity measurements by β or γ spectroscopic measurements.

Calorimetric measurements offer an attractive alternative to spectroscopic methods. Preliminary
analysis has shown that a precision of 1% in the activity might be obtained with a carefully designed
and precisely calibrated isothermal calorimeter: the released heat power H is directly linked to the
source β decay activity A through the relation

A =
H

〈Sβ〉
(8.1)

where 〈Sβ〉 is the mean e− energy of the β spectrum of 144Ce− 144Pr pair. The calorimeter has
been designed to allow the calorimetric measurements both during and after the data taking [172].

Beyond the heat power measurement, Eq. (8.1) shows that great care must be taken in the calculation
of the power-to-activity conversion constant, that is given by the β spectrum features. For this
reason, a lot of work for both β-spectrum theoretical modelling and spectrometry measurements of
144Ce and 144Pr decays has been carried out throughout the years for the preparation of SOX.
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Figure 8.3: Simplified decay scheme of 144Ce–144Pr nuclides pair.

Figure 8.4: Left panel: analytical shape of 144Ce − 144Pr emitted νe spectrum. Right panel:
prediction of the detected 144Ce−144Pr νe spectrum in Borexino without sterile neutrino oscillations.

8.3 Data selection and backgrounds

Backgrounds faking anti-neutrino interactions can arise from cosmic muons and muon-induced
unstable nuclides, from intrinsic contaminations of the scintillator and of the surrounding materials,
and from the accidental coincidences of non-correlated events. The starting point for the event
selection comes from the expertise acquired by the Borexino collaboration for the geo-neutrino
analysis [14]. The list of applied and optimized cuts for the SOX νe analysis is the following:

• Veto after muons: a 2 ms veto, i.e. about 8 times the neutron capture time, is applied after
all external muons detected by the OD. After the passage of internal muons, able to produce
9Li, 8He, and 12B isotopes, a 300 ms veto for the whole detector is applied (see Sec. 4.1).

• Space correlation between prompt and delayed event. Even if the e+ and n production is
very localized, the distance dR between their detection point is not negligible due to many
reasons: the neutron thermalization generates a minimum free path around 30 cm; the γ
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interaction is intrinsically not point-like, due to the generated Compton electrons; the position
reconstruction (9 cm at 1 MeV significantly smears the reconstruction positions. The toy-MC
optimized range for the νe selection is dR < 2 m.

• Pulse shape discrimination cut for the delayed event, to reject α-like events from radon-
correlated background

• Energy cuts: both for prompt and delayed events, the detected energies must match adequately
the expected values for e+ and γ. The minimum threshold for the prompt/delayed charge is
400 p.e. / 500 p.e. (≈ 0.8 MeV / ≈ 1.0 MeV).

• Multiplicity cut: no additional "high-energy" event (Npe > 400 p e ) event is observed within
± 2 ms around neither the prompt nor the delayed candidate. This cut is meant to suppress the
background from undetected muons, as for example neutron-neutron or buffer muon-neutron
pairs.

Basic estimations, according to the 144Ce−144 Pr source design, show that the expected number of
events in case of sterile oscillation absence is found around ∼ (0.7− 1.0) · 104. Unlike the neutrino
analysis, the anti-neutrino one is marginally affected by the presence of backgrounds. Thanks to the
extremely low scintillator contaminants and to the clean space-time tagging, the νe backgrounds
(geo-neutrinos, reactor anti-neutrinos, accidental coincidences) are expected to contribute with
≈ (10− 15) ev/y over the entire scintillator mass [14], corresponding to ∼ (0.11− 0.18)% of the
expected source νe events: an harmless value if compared to the 1% uncertainty on the νe number
of expected events.

For this reason, events can be selected inside a large fiducial volume covering nearly all the scintillator
volume, increasing the active mass with respect to solar neutrinos analysis. The FV is usually
defined by the scintillator mass located at a distance from IV (dIV) higher than a user-selected
value. This choice exclude the scintillator region with the highest detection efficiency uncertainty,
which otherwise would reflect heavily on the uncertainty on the expected number of detected events
and thus on the exclusion contour power. The delayed tagging efficiency indeed dramatically drops
approaching to the IV, due to the possible spill-out of the wandering neutron or of the de-excitation
γ. In the same time, these outernmost regions are the less investigated ones by the calibration
campaigns, due to priority and technical motivations. This topic will be addressed later on in
Sec. 8.9.4.

8.4 Sensitivity studies

The SOX project, as all the other short-baseline neutrino experiments, aims at providing a decisive
proof or disproof of the sterile neutrino hypotesis. The main goal of the sensitivity studies is to test
the experiment sensitivity to sterile neutrino hypothesis as a function of the mixing parameters.
From now on, a single sterile state will be hypotesized, and active-sterile mixing parameters are
named sin2 2θ14 = sin2 2θ and ∆m2

14 = ∆m2.

From the statistical point of view, the sensitivity analysis is a hypotesis testing, which can be
performed according two different null hypotesis. If SOX would observe clear and unambiguous
signatures supporting the existence of the fourth neutrino state, the associated mixing parameters
sin2 2θ and ∆m2 could be measured: to claim this evidence, the experiment assumes as null
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hypotesis the non-existence of sterile neutrinos, i.e., H00 = {sin2 2θ = 0 ,∆m2 = 0}, and is able to
reject it to a sufficiently high confidence level (C.L.). This is named a discovery analysis.

The complementary scenario is the limit setting analysis. If no evidence of a signal is found, i.e.
the discovery analysis fails, SOX data will be used to constrain a part of the mixing parameter
sin2 2θ −∆m2 space, testing the HXY = {sin2 2θ = 0 ,∆m2 = 0} hypotesis instead. The work I
have carried out and reported on this thesis focuses entirely on this latter case. The main related
goal is the study of the excluded region extension, a key feature of a short baseline experiment,
since it represents its hypotesis testing power.

All the short-baseline experiment make use of a binned likelihood function as a starting point for
the statistical analysis. We assume that the experiment is able to measure both the reconstructed
distance from source L and the reconstructed energy E: the L× E space is consequently splitted
in a NE ×NL grid. The 2D likelihood can be written as:

L(sin2 2θ,∆m2) =

NE×NL∏
ij

Poiss(Nobs
ij |N exp,s

ij (sin2 2θ,∆m2) +N exp,b
ij ) (8.2)

=

NE×NL∏
ij

Poiss(Nobs
ij |Ns · PDFsij(sin

2 2θ,∆m2) +N bPDFbij) (8.3)

N exp,s
ij = Ns · PDFsij(sin

2 2θ,∆m2) N exp,b
ij = N bPDFbij (8.4)

Nobs
ij and N exp

ij and respectively the numbers of detected and expected (signal or background) events
for the ij bin. PDFsij and PDFbij are the probability density functions for signal or background
evaluated in the ij bin; P (n|λ) is the Poisson probability for detecting n events given an expectation
value λ. In the following, the main ingredients for the calculation of Eq. (8.6) will be introduced,
i.e. the calculation of total number of events Ns and the generation of two-dimensional PDF(L,E).

Ns and N b are the total expected events for the source νe signal and for the background contami-
nations. They need to be treated as nuisance parameters, since their estimations usually come with
a not-negligible statistical uncertainty, and are included in the likelihood construction through a
multiplicative gaussian penalty, centered in the expected values Ns

0 and N b
0 :

L(sin2 2θ,∆m2;Ns, N b) =

Lrec,Erec∏
ij

Poiss(Nobs
ij |Ns · PDFsij(sin

2 2θ,∆m2) +N bPDFbij)· (8.5)

·Gauss (Ns, Ns
0 , σN ) ·Gauss

(
N b, N b

0 , σNb
)

(8.6)

In the most complete case, additional systematic uncertainties can be accounted through extra
nuisance parameters, as done for Ns and N b. These are included to balance for those model
parameters not known with sufficient precision. Systematics can be originated by a wide list of
sources, ranging from the detector response to the source spectral features. This topic will be
addressed extensively in Sec. 8.8 and Sec. 8.9. For what concerns the SOX analysis, since the
signal/background ratio estimations are extremely high (∼ (500 − 1000)), from now on we will
neglect the background contribution (N b = N b

0 = 0)
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The Eq. (8.6) likelihood contains simultaneously the combined information on the detector total
counting rate (rate analysis) and on the L/E oscillometry (shape analysis). A pure rate analysis is
performed washing out the L/E profile information, considering a single bin in the L×E space.
The pure shape analysis is realized instead removing the gaussian external constraints, losing the
information on Ns.

The employed test statistics for the hypotesis testing is a 2D profile likelihood ratio, built according
to the Neyman-Pearson lemma1

t(sin2(2θ),∆m2;Ns) = −2 ln
maxsNL(sin2 2θ,∆m2;Ns)

maxL(sin2 2θ,∆m2);Ns)
= (8.7)

= minNs
(
−2 lnL(sin2 2θ,∆m2;Ns)

)
−min

(
−2 lnL(sin2 2θ,∆m2;Ns)

)
(8.8)

The first term of Eq. (8.8) minimizes the likelihood with respect to the nuisance parameters Ns,
whereas the second term is the absolute minimum. As a consequence of Wilks theorem [173], which
will be always assumed in the following, as the sample size is sufficiently large, the test statistic
(8.8) becomes asymptotically χ2-distributed2. For the extraction of a defined confidence level, the
sin2 2θ−∆m2 values are searched for, where the t-values match the CL-quantile of a χ2 distribution
with two degrees of freedom. In the standard sensitivity plots of sterile neutrino experiments, it is
usually shown the set of hypotheses that are rejected with a median confidence level of 95% (i.e.
median significance of 2σ)

8.5 Total number of expected events

Source

Fiducial volume

Figure 8.5: Geometric configuration for the νe source and the spherical FV.

The estimation of total number of expected events Ns
0 is one of the main input parameters of the

sensitivity analysis, and can be estimated with sufficient precision following an almost completely
analytical approach. First of all, we consider a FV spherical shell of thickness dL and a given energy

1The Neyman-Pearson lemma guarantees that the defined t is most powerful test at significance level α.
2The full statistical treatment, which is out of subject for this thesis, construct the test statistics probability

distribution on large Monte Carlo datasets, providing the exact coverage.
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interval dE. The number of expected νe without sterile oscillations in this L× E infinitesimal bin
is given by the product of the νe flux Φ(L), of the targets number ntarget(L), of the νe cross section
σ(E), and of the detection efficiency E

d2Ns
0

dEdL
= Φ(L) dntarget(L) dσ(E) E(E, ~x) Ns

0 =

Lmax∫
Lmin

Q∫
Ethr

dLdE
d2Ns

0

dEdL
(8.9)

All the quantities showing up in the previous relation are going to be defined. The flux Φ(L) at
a distance L from the source is connected with the total number of νe emitted during the data
taking, named Nν :

Φ(L) =
Nν

4πL2
(8.10)

Assuming t0 = 0 as the production source time and an exponential decay law for the source activity
A(t), with initial value A(t = 0) ≡ A:

Nν =

t0+texp∫
t0

A(t) dt = τA e−t0/τ
(

1− e−texp/τ
)

A =
H

〈Sβ(E)〉 (8.11)

where t0 is the starting data-taking time, texp is the duration of the data taking and τ is the mean
lifetime of the 144Ce radioisotope3. According to the signed contract with the Mayak Production
Association, the source initial activity range was A = (100− 150) kCi = (3.7− 5.5) PBq.

Being the source located externally with respect to the detector, only a fraction of emitted νe will
cross the fiducial volume. This can be taken into account introducing a geometrical factor S(L),
that is the spherical surface of radius L crossed by the spherical fiducial volume. In the simplified
case of spherical FV (see Fig. 8.5):

S(L) = 2πL2

(
1− d2 −R2

0 + L2

2dL

)
(8.12)

In the most realistic case of a deformed FV which follows the IV evolution in time through the
dIV selection cut, the S(L) factor can be computed numerically once the IV shape as a function
of (R, θ) couple is provided4. Consequently, one gets ntarget(L) = ρp dV = ρp S(L) dL, where
ρp = 5.2976 · 1028m−3 is the numerical proton density of the scintillator, dV is the shell volume.

From the energy side, the IBD cross-section σIBD(E) (see the left panel of Fig. 8.4) are:

σIBD(E) = σ0(E −mn +mp)
√

(E −mn +mp)2 −m2
e (8.13)

where σ0 = 9.455 ·10−48 m2, Ethr = mn−mp ≈ 1.8 MeV is the IBD energy threshold, Q = 2.99 MeV

is the 144Pr emission spectrum Q-value. The total effective cross section σ(E) is obtained by
multiplying of λ(E) with σIBD(E) (see right panel of Fig. 8.4): σ(E) = σIBD(E)λ(E)

3We remind that τ144Ce � τ144Pr: the two radioisotope are in secular equilibrium and with excellent approximation
their activities coincide.

4Since the ϕ IV shape symmetry is assumed, even in the realistic case the S factor depends again only on L.
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The energy spectrum shape Sβ , according to β decay theory, can be written as

Sβ(E) = S0
β ·
√
E2 −m2

e (E −Q+me)
2︸ ︷︷ ︸

statistical shape

· F (E,Z)︸ ︷︷ ︸
Fermi function

· λ(W )︸ ︷︷ ︸
shape factor

λ(E) = 1 + aE +
b

E
+ cE2

(8.14)

where Z is the atomic number, me is the electron mass, S0
β is an overall normalization factor. The

purely statistical distribution, extracted through the Fermi golden rule, is modified by the Fermi
function F (Z,E), describing the interaction of the e+ with the Coulomb field of the daughter nucleus,
and by a shape factor λ(E), accounting for biases due to the so-called allowed approximation (the
electron and neutrino wave functions are assumed to be equal to 1) and depends on the forbiddeness
of the transition.

It is crucial to underline that, at least for the Ns
0 calculations, it is not strictly compulsory to take

into account also the position and energy reconstruction resolutions: the smearing redistributes
the events in the Lrec − Erec plane, without lowering significantly Ns

0 . Conversely, a Ns
ij analytical

calculation would be unfeasible because of the complex details of the full detector response, whose
accurate reproduction can be performed only by the Monte Carlo simulations.

8.5.1 Tagging efficiency estimations

Following Eq. (8.16), all the terms for Ns
0 can be computed analytically with the exception of

the detection efficiency E(E, ~x): its spatial dependences cannot be modelled easily, since they are
strongly dependent on dIV, and thus on the IV and FV shapes, and on the detector response
non-homogeneities. I have contributed to a possible strategy to solve the efficiency issue: the Ns

analytical calculation assuming perfect detection efficiency, i.e. E(E, ~x) = 1, can be performed,
correcting later on the obtained number with a global efficiency parameter E(E, ~x) = EMC estimated
through Monte Carlo studies.

I have generated a 106 νe events Monte Carlo sample, in which νe are uniformly distributed in
the IV. The simulation statistics is far exceeding the ∼ 104 expectation, to reduce the statistical
uncertainty on the detection efficiency itself. The Monte Carlo sample go through the data selection
cuts described in Sec. 8.3, then the global efficiency EMC is calculated as

EMC(E, ~x) =
Ndetected(E, ~x)

Nsimulated(E, ~x)
=⇒ EMC =

N total
detected

N total
simulated

(8.15)

Examples of the extracted efficiency values for different event positions are provided in Tab. 8.1.
Since the prompt event is extremely localized, the associated tagging efficiency is assumed and
crosschecked ≈ 100%. The delayed tagging efficiency drop approaching to the IV can be observed
in second column data. An example of delayed tagging efficiency trend as a function of dIV, from
Monte Carlo simulations, is shown in Fig. 8.6.

The final relation for the Ns
0 calculation can now be shown. Combining Eq. (8.5), Eq. (8.10),
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Coordinates [m] Tagging eff. Cut eff. Detection eff.

(0, 0, 0) 99.49% 100.00% 99.49%
(0, 0,−1) 99.50% 100.00% 99.50%
(0, 0,−2) 99.51% 100.00% 99.49%
(0, 0,−3) 99.40% 98.98% 98.38%
(0, 0,−4) 86.34% 76.34% 65.91%

Table 8.1: Delayed event tagging efficiency from Monte Carlo simulations. tagging
efficiency, cut efficiency and detection efficiency approaching to the IV on the z-axis.
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Figure 8.6: Borexino delayed event tagging efficiency as a function of dIV, extracted from Monte
Carlo simulations, for scintillator regions very close to the IV (0 m < dIV . 0.3 m. Detection
efficiency in the detector center is ≈ 99.49%.

Eq. (8.12), Eq. (8.13), Eq. (8.15) we get:

Ns
0 = EMC

d+R0∫
d−R0

Q∫
Ethr

ρp Φ(L)S(L)Sβ(E)σIBD(E) dLdE (8.16)

Among the terms appearing in Eq. (8.16), the major sources of bias are given by Φ(L), through the
source activity, and Sβ(E), through the β shape factor λ(E), as it will be investigated in Sec. 8.8.1
and Sec. 8.8.2 respectively. Eq. (8.16) assumes 100% duty cycle and livetime which, if needed, can
be easily introduced through overall scaling factors.

8.6 Tools and procedures for the sensitivity analysis

In this section, the main technical steps to perform a sensitivity studies are reviewed. The analysis
software flow is shown in Fig. 8.7 and can be summarized as follows:

• Monte Carlo νe simulations are the starting point for the construction of PDF(L,E) both
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for the pseudo dataset and for the model.

• Processing of the simulated events: once νe events have been simulated, the whole
processing chain, made up of offline reconstruction and events filtering, is performed. The
output is an Echidna reconstructed RootFile, with the same structure information of a real
data one.

• The Echidna RootFiles are then processed, slimmed down and merged to a light RootFiles,
which includes only the necessary information for the sensitivity studies. These generated light
files are the input for the sensitivity analysis framework. The final output file, which includes
the basic information on the position and energy distributions, has been used extensively
from the collaboration to carry out sensitivity studies.

• Sensitivity analysis is performed through a dedicated framework, named sox-stats, de-
veloped internally to the Borexino/SOX collaboration.

Figure 8.7: Scheme of the analysis software flow.

I was involved in all the steps of the statistical analysis chains: from the process of PDF generation,
simulating the high-statistics Monte Carlo datasets, to the building of light input files, to the
validation and expansion of the sensitivity framework.

8.6.1 Monte Carlo PDF production

The data sample and each oscillation hypothesis are represented by a 2D histogram with energy
(E) and distance (L) axis. The N ij expected events for each L×E bin cannot be calculated simply
integrating numerically Eq. (8.9) over the proper bin limits. The full detector response should be
included, and an analytical approach is extremely demanding due to the difficulties of reproducing
accurately the position and event reconstructions at large radii. The most efficient way is given by
the Monte Carlo simulations.
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Figure 8.8: Examples of reconstructed and nominal L (orange histograms) and E (blue histograms)
histograms of detected νe events emitted from a SOX-like pointlike source, respectively on the top
and bottom plots. Massive ≈ 106 statistics have been generated, assuming the Borexino detector
(live PMTs set, quantum efficiency set, IV shape) according to December 2016 configuration. The
reconstructed L histogram is more widely spread with respect to the nominal L one because of the
position resolution smearing. The higher energy bump of the reconstructed E histogram is due to
the double peak events (≈ 0.12%).

Both nominal and reconstructed 1D L and E PDFs are needed. The nominal variables ones are
used to calculate the survival integrated probability (see later), while the reconstructed ones for the
number of expected events in a specific bidimensional bin. These PDFs are generated through a
Monte Carlo simulation of a SOX-like experiment, in which a number of νe NMC

ν are generated
from an almost pointlike source located in the pit and are forced to interact inside the active volume.
The non-oscillated scenario is assumed: possible sterile oscillations are applied later on, at the
sensitivity analysis stage, to save computational time.

I was in charge of the the Monte Carlo massive simulations νe samples (∼ 106 generated events each
one) to be given as input of the SOX framework analysis. Examples of nominal and reconstructed
L (orange trends) and E (blue trends) histograms of detected νe events emitted from a SOX-like
pointlike source are shown in Fig. 8.8; the Borexino detector settings (live PMTs set, quantum
efficiency set, IV shape) are taken according to December 2016 configuration. The reconstructed
distance histogram is more widely spread with respect to the nominal distance one because of the
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position resolution smearing. The higher energy bump of the reconstructed energy histogram is
due to the double peak events (≈ 0.12%). From this Monte Carlo dataset, the searched PDFs are
extracted normalizing the required variables.

8.6.2 sox-stats sensitivity framework

The sensitivity analysis is performed through sox-stats, a collection of C++ classes providing
interfaces and algorithms for statistical analyses of SOX data. Three main ingredients are needed to
perform such an analysis, and each has been implemented as dedicated C++ objects: the generation
of the PDFs used to fit the data; the statistical model, including the parameters of the analysis
and the definition of the −2 lnL function; the scanning of the likelihood space and extraction of
contours for different probability levels. A scheme of the sox-stats framework structure is depicted
in Fig. 8.9. I was part of the working team on the sox-stats sensitivity framework, playing a role
both on the code validation and on its improvement.

Figure 8.9: Scheme of the sox-stats framework structure.

Oscillated PDF generator

Since the limit setting sensitivity scans over the oscillation parameter plane, the PDFs for all the
considered hypotesis need to be built. The starting point is given by the high statistic νe simulations
according to the null hypothesis, described in Sec. 8.6.1, and the associated extracted light tree
RootFiles.

By looping over all events of the tree and weighting each event with the corresponding survival
probability Pνe→νe , all oscillation hypotheses PDFs can be produced without running the full
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simulation again for each point of the parameter plane. Because of the applied Pνe→νe weight,
the histograms cannot be simply normalized to the unity scaling to the total number of generated
events, but according to the integrated survival probability P int

surv(sin2(2θ),∆m2):

P int
surv(sin2 2θ,∆m2) =

1

Ns
MC

NsMC∑
k=1

Pνe→νe(L,E, sin
2 2θ,∆m2) (8.17)

P int
surv(sin2 2θ,∆m2) corresponds to the fraction of events expected in SOX data taking with respect

to the total number, in case of oscillations with mixing parameters couple sin2 2θ −∆m2.

Also the generation of pseudo dataset is performed with Monte Carlo techniques, sampling from the
chosen 2D PDF. I implemented the possibility to make use of different PDFs for data and model,
allowing to study the impact of a vast records of systematic effects on the SOX exclusion contours.

Two complementary approaches for the PDFs construction can be employed, according to the
number of samplings Ns

MC during the building stage:

• Asimov sample: Ns
MC � Ns. The simulation generates a very high νe statistics with

respect to the ∼ 104 expected one. When the PDF(L,E) will be generated from the MC
sample through the proper normalization, the statistical fluctuations will be almost suppressed,
resulting in a smooth and regular profile. The PDF(L,E) median values coincide to the ones
obtainable from the averaging of PDFs from multiple experiments, each one with N0 events.
The consequent sensitivity contours extracted from these pdfs represent the median sensitivity
values. This sample allows to underline specific physics effects regardless of the statistical
fluctuations, which could overlap and hide them.

• Monte Carlo sample: Ns
MC ≈ Ns ∼ 104. A SOX-expected number of events is generated.

In this way, both pdfs and sensitivity contours will be randomly affected by statistical
fluctuations, providing the most realistic case. Extracting sensitivity contours many times
with Monte Carlo sample, one would obtain the Asimov sample limit and thus the median
sensitivity contours. The Monte Carlo sample can be generated also extracting randomly N0

antineutrino events from the Asimov sample.

Model

In the model the likelihood function, the parameter of interest and the nuisance parameters are
defined. Ns is a required input and is defined in the basic model as a nuisance parameter. The
basic version of the model likelihood is Eq. (8.6):

L(sin2 2θ,∆m2;Ns) =

Lrec,Erec∏
ij

Poiss(Nobs
ij |Ns

ij ·PDFsij(sin
2 2θ,∆m2)) ·Gauss (Ns, Ns

0 , σN ) (8.18)

Eq. (8.18) can be changed or extended by the user according to the study to be performed, i.e.
through gaussian multiplicative terms to account for systematic effects (see Sec. 8.8).



8.7 Standard sensitivity plots 242

Profiler

A scan over the whole sin2 2θ−∆m2 plane is performed and at each point the negative log likelihood
(NLL, i.e. −2 lnL) is minimized with respect to the nuisance parameters. After the scan, the NLL is
corrected for the absolute minima to obtain the profile likelihood ratio t reported in Eq. (8.8). The
Profiler class includes a collection of algorithms for mapping the likelihood function and extracting
iso-(−2 lnL) contours of the desired C.L.

8.7 Standard sensitivity plots

A set of standard sensitivity plots have been produced in an expected SOX configuration as a solid
benchmark for the future studies.

The full data processing flow described in Sec. 8.3 have been followed. The basic quality cuts
(Sec. 8.3) have been applied, and a conservative FV of dIV > 0.25 m is considered. This leads to a
detection efficiency of 78.3%. A 99.8% lifetime is estimated, due to the muon veto, and a 99.8%
branching ratio of 144Pr main branch, the expected event number varies between 5760 and 8638
for an activity of 100 kCi and 150 kCi, respectively. An uncertainty of 1.5% on the normalization
rate (including systematics from source heat power and FV) and an absolute error of σb = 0.03 on
the 144Pr spectrum shape factor b are included. The official plot of Fig. 8.10 shows the 95%CL
exclusion limits for an activity region of (100− 150) kCi that is represented by the shaded bands:
red / blue / black colors correspond to the rate only / shape only / full analysis. The interpretation
of the sensitivity curves features can be divided according to the ∆m2 range, and related to the
oscillation lengths:

• Low ∆m2
14: ∆m2 . 0.2 eV2. The oscillation length Losc ∼ E/∆m2

14 is wider than the
Borexino size. There is no enough space for the oscillations to take place, resulting in a fast
power decrease both for rate and shape information.

• Intermediate ∆m2: 0.2 eV2 . ∆m2 . 2 eV2. Losc is in the order of the detector size: the
entire oscillation profile is sampled and is larger than the experimental resolution, thus the
sensitivity is maximized. The shape analysis plays a dominating role in order to cover the
experimental anomalies region at 95% confidence level, shown as black closed curves.

• High ∆m2: ∆m2 & 2 eV2. Losc is smaller than the detector resolution on position or energy.
The oscillations are thus smeared on an average value, leading to a complete loss of the shape
information. The sensitivity is driven by the rate analysis, whose exclusion power is at this
point constant for increasing ∆m2.

The total sensitivity is not given by a simple linear combination of the two rate only and shape
only contributions, because of their non trivial interplay in the likelihood function. In an optimistic
case, the black contour shows that SOX would have been able to exclude the larger part of the
anomaly regions, providing a constraining - even if not definitive - claim on the non existence of
sterile neutrinos. The signature expected by sterile neutrinos for illustrative ∆m2 values (0.5 eV2,
2.0 eV2, 10.0 eV2) as a function of L/E is shown in Fig. 8.11.
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Figure 8.10: Official SOX standard sensitivity plots. Exclusion plot (95% C.L.) in the
sin2 2θ −∆m2 plane. The rate analysis contour is showed in red, the shape analysis in blue, the
full analysis in black. Events are selected through the basic quality cuts and are selected in a
dIV > 0.25 m FV. The uncertainty on the source activity is set to be 1.5%. The bands border are
related to the lowest expected activity (100 kCi, left borders), and to the highest one (150 kCi, right
borders).

Figure 8.11: Expected SOX signature as a function of L/E: in case of oscillations, with
three different values of the oscillation parameters, and in absence of oscillations (top panel). The
related ratio of oscillation versus no-oscillation rate for each one of the three cases is shown in
bottom panel.
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8.8 Source-related systematics

Results about the source-related systematics on the SOX exclusion power are presented in the
following. The two main systematics I have investigated are associated to the heat power determi-
nation and the β 144Ce emitted spectrum, because of the crucial role they play for the success of
the experiment.

8.8.1 Systematics on heat power uncertainty

Calorimetric measurements are crucial for the success of the SOX experiment, because their
reliability impact dramatically on the total number of expected events. Since the measured heat
power H will be known with not infinite uncertainty, it has to be included in the analysis as a
nuisance parameter. This results in a scaling of the total counting rate, without consequences on
the events L/E shape. Ad additional gaussian pull-term can be thus included in the likelihood
Eq. (8.18):

L(sin2 2θ,∆m2;Ns)→ L(sin2 2θ,∆m2;Ns, H) = L(sin2 2θ,∆m2;Ns) ·Gauss(H,H0, σH) (8.19)

The associated systematics can be studied varying the σH parameter, and 95% C.L. sensitivity
contours are shown in Fig. 8.12, scanning in the 0 ≤ σH ≤ +∞ range. The gradual degradation
to a pure shape analysis can be observed for increasing σH values; the sensitivity decreases where
no oscillations can be resolved within the detector (∆m2 ≈ 0.3 eV2 and high ∆m2 > 1 eV2 range).
The contour with σH = +∞ corresponds to a released H pull term and gives therefore the shape
only contours. According to the calorimeter testing, the heat power is measured with a σH = 0.5%

uncertainty, which holds the experiment exclusion contour covering the allowed regions.

8.8.2 Systematics on 144Ce−144 Pr spectrum shape

The β spectrum emitted from the 144Ce−144 Pr source is a key input for the antineutrino Monte
Carlo generator. The main branch of 144Pr energy distribution, i.e. the spectral shape, defines
parameters such as:

• the average heat output per decay of 144Ce −144 Pr, which is needed to extract from the
planned calorimetric measurements the activity of the source, according to A = H/ 〈Sβ〉
(Eq. (8.1));

• the expected fraction of e+ with Ee+ > 1.2 MeV, corresponding to the fraction of νe with
Eνe > Ethr = 1.8 MeV and, consequently, determines the expected interaction rate inside
Borexino.

Consequently, an accurate knowledge of the 144Ce −144 Pr is required to avoid biases in rate
estimations. Moreover, if the neutrino spectrum shape given as input is sensibly biased, shape
oscillations can be mimicked.
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The main branch of 144Pr spectrum follows a non unique first forbidden decay that cannnot be
fully described by theory. In its simplest form, the spectrum can be described as a function of the
shape factor b, which is usually expressed in units of me:

Sβ(E, b) = Sβ(E, b = 0) ·
(

1 +
b

E

)
(8.20)

From the experimental side, the latest independent measures, carried out in 60s, show disagreements
up to 10%. The collaboration has been recently performing dedicated measurements of the e−

spectrum achieving a b0 = (0.35± 0.03)me results. To account for the shape factor uncertainty, in
the framework analysis b has been added to the list of nuisance parameters through a dedicated
Gaussian pull-term:

L(sin2 2θ,∆m2;Ns)→ L(sin2 2θ,∆m2;Ns, b) = L(sin2 2θ,∆m2;Ns) ·Gauss(b, b0, σb) (8.21)

PDF(E,L, sin2 2θ,∆m2;Ns)→ PDF(E,L, sin2 2θ,∆m2;Ns, b) (8.22)

Ns(sin2 2θ,∆m2;Ns)→ Ns(sin2 2θ,∆m2;Ns) = Ns · P int
surv(sin2 2θ,∆m2) · Sh(b) ·Norm(b) · En(b)

(8.23)

where the three additional terms Sh(b), Norm(b) and En(b) are defined as follows

• Sh(b) =

Q∫
Ethr

Nν(E, b)

Nν(E, b0)
accounts for the event number variations due to the shape change;

• Norm(b) =

∫
Nν(E, b0)∫
Nν(E, b)

normalizes the neutrino spectrum;

• En(b) =
〈E(b0)〉
〈E(b)〉 corrects for the spectrum mean energy.

Fig. 8.13 shows sensitivity contours for different σb, scanning the 0 ≤ σb < +∞ range. The main
worsening of sensitivity is due to rate information, due to the presence of the b pull term. Fig. 8.14
shows the interplay of heat and spectral shape uncertainties σh and σb. The 95% C.L. levels of
nouncertainties (black), shape factor released (blue), heat released (red), and shape+heat released
(violet) is depicted. From the red and violet curves it can be observed that uncertainty in the
spectral shape can mimic spatial oscillations only for ∆m2 < 1 eV2 range, without affecting sensibly
the anomaly ∆m2 ∼ 1 eV2 one.
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Figure 8.12: Impact of the uncertainty of the calorimetric measurement on the sensitivity. The
95% C.L. exclusion limits are shown for varying uncertainties of the heat power in the 0 ≤ σH ≤ +∞
range.

Figure 8.13: Impact on sensitivity of the uncertainty of the b parameter spectral shape of the main
branch of 144Pr. The 95% CL levels are shown for different uncertainty values on the shape factor
0 ≤ σb ≤ +∞ range. The goal of the dedicated spectral measurements is to achieve σb < 0.03.
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Figure 8.14: Interplay of heat and spectral shape uncertainties σh and σb. The 95% C.L. levels of
nouncertainties (black), shape factor released (blue), heat released (red), and shape+heat released
(violet) are shown.
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8.9 Detector-related systematics

The knowledge of the detector response, both in energy and in position reconstruction, is naturally
integrated in the Monte Carlo simulation code through the tuning based on the 2009 calibration
runs. An 241Am− 9Be neutron calibration source, dedicated to the anti-neutrino data taking mode,
has been employed widely to scan the detector response over a large scintillator volume.

While the energy response scale and its homogeneity in time can be continously monitored through
standard candles, which are the 210Po and 14C events, similar independent crosschecks for what
concerns the position reconstruction performances are not so straightforward. If biases in the
position reconstruction appear for recent data, but did not show up during the 2009 calibrations,
these may be not taken into account by Monte Carlo simulations. For instance, a possible source is
the deterioration of PMTs performances in time. I have been strongly focused about the topic of
position reconstruction bias to sensitivity, since they could alter artificially the events L/E profile
and thus the exclusion contours, because of our not sufficient knowledge of the detector response.
It is crucial to estimate the type and the size for these bias to mimic oscillations and spoil the
sensitivity analysis. My work about the detector-related systematics on the SOX exclusion power is
hereafter shown, with a focus on the position reconstruction shift biases.

8.9.1 Impact of position reconstruction resolution

First of all, it is worth to study the position resolution impact on the SOX sensitivity power.
Fig. 8.15 shows the change in the shape-only sensitivity contours due to the worsening of position
resolution, from the almost ideal σL = 1 cm value to the realistic σL = 15 cm value, to a very
worst case scenario σL = 25 cm. Rate-only analysis contours are not shown, since they are very
marginally affected by σL variations, since the number of expected events is nearly unchanged.
Studies are performed through a simplified statistical approach, to highlight clearly the main impact
of position resolution. Contours differences are mainly found in ∆m2 & 1 eV2 region: since the
short wavelength of the oscillations there, the effect of smearing is highly relevant. L/E patterns
for this high ∆m2 are more flattened with respect to the low ∆m2 case, where profiles are almost
L independent. In the ∆m2 ∼ 1 eV2 mass range of interest for the anomaly range, the effect
associated to the σL variation is still limited: the expected position resolution worsening due to the
decrease of active PMT is not the major concerns for SOX.

8.9.2 Impact of position reconstruction shifts

For what concerns the position resolution biases, we assume that data are affected by some kind of
position distortion effects we are not aware of. The standard building of model PDF holds, while
the pseudo dataset PDF is artificially altered according to an additional position reconstruction
effect. It is convenient to separate the shape and rate analysis to have a wider understanding of the
involved effects. We start with the shape information analysis.

• Random shifts of x and y coordinate into a ±2 cm range, which is the reconstruction
performance systematic uncertainty band, do not alter the sensitivity power (see Fig. 8.17).
Only unpredicted systematic coordinate shifts are potentially worrysome.

• Shifts of x (or y) reconstructed coordinates in one fixed direction does not impact
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Figure 8.15: Detection resolution σL impact on the shape-only sensitivity analysis, performed
with a simplified statistical approach. The exclusion contours are shown as a function of vertex
detection uncertainty σL (purple solid line: 1 cm; blue solid line: 5 cm; light blue solid line: 15 cm;
green solid line: 25 cm.)

significantly on the analysis (see left panel of Fig. 8.18). It is possible to justify this behaviour
via the L/E ratio variations associated to a ∆x shifts. Geometrical considerations about the
source position (see Fig. 8.2) allows to calculate the ∆Lx source-detection variation due to a
∆x event shift:

∆Lx =
dL

dx
∆x =

x

L
∆x (8.24)

which is not negligible only for large x events (i.e. (x, y, z) = (3, 0, 0) and ∆x = 5 cm =⇒
∆Lx ≈ 0.016 m). Since the events are moved in a fixed verse (i.e. ∆L depends on the
x coordinate sign), the overall ∆L is approximately negligible. The detector response is
reasonably symmetric with respect to x (and y) coordinates, thus also the overall ∆E is
unaffected. The combination of these two observation implies almost unchanged L/E ratio
and exclusion contours.

• Shifts of z reconstructed coordinate in one fixed direction, instead, affects significantly
the exclusion plots (see right panel of Fig. 8.18). The ∆Lz source-detection variation due to
a ∆z event shift can be described as:

∆Lz =
dL

dz
∆z =

z − d
L

∆z d = 8.51 m (8.25)

where d is the source-detector center. Unlike the ∆x case of Eq. (8.24), ∆Lz is significant
for all the detected events thanks to the z − d factor (i.e. (x, y, z) = (3, 0, 0) and ∆z =

5 cm =⇒ ∆Lz ≈ 0.031 m). The ∆Lz/∆Lx trend as a function of z, for several x values
chosen is plotted in Fig. 8.16: ∆Lz/∆Lx > 1 for all the (x, z) couples, pointing at the larger
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impact of z shift with respect to the x one. This fact, combined with the asymmetric L and
E PDFs with respect to the z coordinate, makes the L/E ratio not invariant with respect to a
∆z rigid shift. Consequently, the associated exclusion contours result biased, especially in the
intermediate ∆m2 ∼ (0.2− 2) eV2 mass region where the shape information plays the major
role. A particular z-bias case, whose analysis is motivated by the calibration data results, will
be reviewed in the next Sec. 8.9.3.

• Outward shift of coordinates (i.e. x-coordinate, in Fig. 8.19). The opposite effect with
respect to the previous case is generated: the L/E ratio shows a deficit in the low range,
mimicking the oscillation at low ∆m2 and positively biasing the sensitivity contour. The
effect is relevant in the ∆m2 ∼ 1 eV2 anomaly region only for |∆x| & 5 cm shifts.
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Figure 8.16: Impact of shifts of reconstructed coordinates in one fixed direction: ∆Lz/∆Lx ratio
(see Eq. (8.25) and Eq. (8.24)) trend as a function of z, for several x values chosen.

The impact of the previously analyzed effects on the total rate is shown in Fig. 8.20: the ratio
between the total number of events in shifted configuration over the unshifted case one, for several
coordinate shifts, is reported. Random shifts case is not shown since total rate expected changes
is negligible, at the < 0.05% level. Rigid x shift does not alter significantly the total counting,
since the energy response is nearly invariant as a function of small movements of this coordinate.
On the opposite case, the z shifts can mimic rate oscillations, since the energy response depend
significantly on z coordinate (see Fig. 5.6): the estimated rate variations are 0.7% for a ∆z = 2 cm

shift and −1.8% for a ∆z = 5 cm shifts.

This analysis, combined with the following study of z-bias (Sec. 8.9.3), underlines once again the
importance of a precise detector knowledge in order to perform a successful sensitivity analysis.
Apparently low importance position bias, if still unknown, may possibly reflect into artifacts on the
exclusion contours, unvalidating the whole experiment. During the 2009 calibration campaigns,
only the well-known z parabolic bias was found, but the detector response is slowly evolving in
time, due to the PMTs deterioration: this results in the decreasing of active PMTs and in the same
time of their response to scintillation photon (in the form of QE). A new calibration campaign,
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Figure 8.17: Impact of random shifts on the SOX exclusion powers. Shape-only exclusion
contours in case of data PDFs affected by random 2 cm x (x and y) coordinate shifts, in red solid
line (blue solid line).

with a particular focus on the outernmost R > 3 m scintillator regions, would be crucial to unearth
and identify position reconstruction biases and their sources.
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data PDFs affected by fixed shifts of x (z) coordinate, for ∆x = 5 cm as blue line and ∆x = 10 cm

as green line (∆z = −5 cm as blue line and ∆z = −10 cm as green line), with respect to the
non-shifted case (purple line).
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unshifted case.
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8.9.3 Impact of the z coordinate bias

Calibration campaigns carried out in 2009 (Sec. 5.2.1) highlighted a small position reconstruction
bias for the z-coordinate, depending on the event z coordinate itself. The position reconstruction is
worst at the detector center, where ∆z(|z| < 1 m) ≈ −3 cm; moving away from it along the z-axis,
the position reconstruction slowly gets unbiased. The causes for this effect are still unclear, even if
several explanations have been proposed: none of them have provided satisfactory conclusions. For
what concerns the solar neutrino analysis, the impact of z-bias to the FV definition is marginal;
instead, the SOX analysis can be sensibly influenced by it since all the selected event positions take
part in the L PDF building.

Figure 8.21: z-coordinate reconstructed distortion in Borexino (∆z) plotted as a function of the
event z nominal coordinate; the trend is fitted with a parabolic function ∆(z) = az2 + c. The fitted
parameters afit and cfit values are reported.

Since this effect is not reproduced by the Monte Carlo code, and thus it is not included in the model
PDFs, biases of the sensitivity contours may arise if they are left out from the statistical analysis.
The impact this z-bias neglection on the SOX exclusion power the can be easily predicted. First of
all, the bias trend ∆z(z) can be extrapolated, in the simplest analytical form, as parabolic and
North/South symmetric. A parabolic ∆z(z) = az2 +c fit on calibration data is reported in Fig. 8.21,
where afit = (2.5± 0.1) · 10−3 m−1 and cfit = (−3.49± 0.07) · 10−2 m. We assume that the events
dataset suffer from this bias, contrarily to the model PDFs: during the data PDF construction, the
z-coordinate of the events is shifted artificially following the ∆z(z) extracted trend, sampling from
a Gaussian distribution which takes into account the parameters uncertainty.

z → z + Gauss(afit, σa) · z2 + Gauss(cfit, σc) (8.26)

The resulting sensitivity contour, compared to the case without the z-bias included, is shown in
Fig. 8.22. One can notice that sensible discrepancies between the two contours exist, causing
exclusion power biases in the full ∆m2 . 3 eV2 range. The different L PDF included for data and
model, due to the z-bias, via the L/E ratio, mimicks oscillations. Differences are observed only for
the shape analysis; from the calculation of the total number of expected events, indeed, it can be
shown that the total rate in the two cases is almost equivalent. This fact can be observed in the
figure because the contours are coincident in the high mass range ∆m2 & 3 eV2, where only the
rate information matters (as in Fig. 8.10).

The proper way to deal with this z-bias is to include it in the statistical treatment. Introducing in
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the likelihood analysis Eq. (8.18) the uncertainty of the two parameters a and c describing this
bias, results showed that a sterile neutrino signature cannot be mimicked.

L(sin2 2θ,∆m2;Ns, a, c)→ L(sin2 2θ,∆m2;Ns, a, c) = (8.27)

= L(sin2 2θ,∆m2;Ns) ·Gauss(a, a0, σa) ·Gauss(c, c0, σc) (8.28)

An exemplary profile of the likelihood function for the null hypothesis over the a− c bias parameter
plane is depicted in Fig. 8.23. It can be shown that the likelihood exhibits the same minimum
for all kind of oscillation hypothesis, corresponding to the couple of injected values (afit, cfit): the
likelihood fit is able to identify the bias parameters and consequently the sensitivity contours are
unchanged with respect to the standard ones. Clearly, from the computational side the inclusion of
a and c as additional nuisance parameters stretches sensibly the optimization time.

It is possible to claim that the SOX sensitivity power is not affected by the z-bias if it is known
with high precision from calibration data. This latest assumption crucially drives the conclusion of
this study: there are no evidence that ∆z(z) trend, and thus its parabolic parametrization, holds
stable in years. A new stage of detector calibrations investigating carefully this bias would be of
utmost importance to definitely shed light on this topic.
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Figure 8.22: Comparison of a 95% C.L. exclusion contour with a z-shifted PDF data one, according
to the ∆z(z) fit shown in Fig. 8.21 (green), compared with a standard configuration one (orange).

Figure 8.23: Exemplary profile of the likelihood function for the null hypothesis over the 2D bias
a and c parameter space. Black dashed lines mark the a and −c values maximizing the likelihood,
which are found to correspond to the injected afit and −cfit ones.
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8.9.4 Influence of vessel uncertainty

To increase the exclusion power, SOX aims to maximize the fiducial volume up to the IV border, to
increase the total exposure. This will, in principle, may clash with a series of still poor knowledge
of the detector response in the outernmost scintllator regions. One of the most crucial pieces is
related to the knowledge of IV shape position. The method currently employed by the Borexino
collaboration relies on a radial fit of the large 210Bi contributions which lies on the IV, due to the
long-lived 210Pb isotope decaying. The associated statistical errors, extracted directly from the
fit, being smaller than 1-2 cm, but inconsistencies with other methods suggest possible systematic
errors.

Figure 8.24: The three exemplary IV shapes employed for the study of vessel uncertainty influence
on SOX exclusion power. The vessel radius as a function of the azimuthal θ angle, i.e. the R(θ)

trends, are plotted. A real IV shape, from December 2016, determined used the standard algorithm,
is shown in blue line. Black and red lines represent IV shapes, respectively shifted 5 cm outwardly
or inwardly with respect to the standard (blue) one. The IV is mechanically anchored to the pole
endcaps plates: consequently, during the shifting procedure, the R(θ) at the extreme North and
South (θ = 0 and θ = π) is forced to the IV design value 4.25 m.

We are interested in studying how the vessel uncertainty impacts on the SOX exclusion power.
To be conservative, we assume that the IV shape is misreconstructed with a ±5 cm systematic
error (outwardly or inwardly), not dependent on θ, so that the PDFs for pseudo dataset and model
mismatch. Then, sensitivity studies assuming no FV cut are performed. Assuming that the IV
is globally mis-determined means that we are considering a the worst case scenario. The three
involved IV shapes are shown in Fig. 8.24.

The resulting exclusion contours are shown in Fig. 8.25. The total number of expected events is
scaled according to the active volume of the IV configuration, and it is given by 7800 (standard IV),
8300 (outward IV), 7400 (inward IV). "Artifacts" are due to the different IV shapes in data sample
and model PDFs: the contours extracted by a biased IV shape are clearly shifted by the mismatch
of the rate information. The selection of the events inside a FV selecting events based on their
dIV solves the problem of huge rate differences and simultaneously make disappear the artifacts.
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Figure 8.25: SOX exclusion contours (95% C.L.) selecting data in a dIV > 0 cm FV. The IV shape
is assumed as standardly deformed for the model, while it is considered differently for the pseudo
dataset: standardly deformed (purple contour), 5 cm outwardly deformed (green contour), 5 cm
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FVs defined by the dIV > 10 cm or dIV > 30 cm, as one can observe in Fig. 8.26 and Fig. 8.27, are
sufficient to avoid nearly completely the IV shape issues; simultaneously, in spite of the decreased
statistics available, the related sensitivity power allows anyway to cover the 95% C.L. anomaly
region.
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8.10 Conclusions

The SOX sensitivity studies topic, in case of limit setting, has been extensively reviewed. Results
have shown that in a realistic case, the high SOX exclusion power allowed to exclude nearly all the
95% C.L. confidence region in the sin2 2θ −∆m2 plane allowed by the sterile anomalies. The most
concerning systematic effects, due both to the νe source specifications and to the detector response,
have been analyzed; with the proper statistical approach, none of them has been found potentially
able to spoil the experiment sensitivity power. Despite the SOX project interruption before the data
taking beginning, the acquired expertise in the field of sensitivity studies is potentially employable
again for next future neutrino experiments searching for sterile neutrinos as primary or secondary
physics goal; a possible candidate is the JUNO experiment in China, as discussed in Chapter 9 of
Ref. [174].



Chapter 9

Conclusions

The analysis of the Borexino Phase-III-TMP dataset described in this thesis has led to the first
indication of the existence of CNO neutrinos. This result has been obtained following both the
analytical and Monte Carlo fit approaches to disentangle the CNO-ν signal from the background.
A crucial ingredient in the analysis is the constraint to the 210Bi rate in the fit, which was obtained
exploiting the 210Bi -210Po link.

Including both the statistical and systematic uncertainties, the best estimates for the CNO-ν
interaction rate are RMC(CNO - ν) = 5.4+1.3

−1.1 cpd/100t for the Monte Carlo fit and RAN(CNO - ν) =

6.2+2.7
−2.6 cpd/100t for the analytical fit. The hypothesis of absence of a CNO-ν signal is rejected, by

using both the approaches, with 4.9σ and 3.6σ statistical significance range, compatibly with the
expectations coming from the sensitivity studies. These results represent the first direct experimental
proof of the CNO cycle reactions which, according to the stellar models, are believed to be the
primary source of energy for the stars more massive than the Sun.

Furthermore, I have exploited this measurement to infer additional information on solar physics.
Combining the CNO-ν interaction rate obtained in this thesis with the previous Borexino 7Be-ν
and 8B-ν measurements, I have shown that Borexino alone disfavours the LZ-SSM scenario at
98.5% C.L. (2.2σ). This slightly improves the result obtained by Borexino with the 7Be-ν and 8B-ν
results alone. I have also shown that improving the CNO-ν measurement precision would not help
much to discriminate between the HZ-SSM and LZ-SSM hypothesis, unless the theoretical error is
also reduced.

Exploiting the CNO-ν rate measured in this thesis, I have applied the procedure described in
Ref. [42, 167, 168] to extract the sum of Carbon and Nitrogen abundance in the core of the
Sun, which is NBx

C+N = (4.55 ± 1.33) · 10−4NH. In spite of the large error, this is the first direct
measurement of the C+N primordial abundance and is very robust against details of the Standard
Solar Model, since it has been derived minimizing the impact of the so-called environmental input
parameters.

Perspectives and outlook

The results on the CNO-ν interaction rate obtained in this thesis are preliminary. We are working
on several aspects of the analysis, in order to perform consistency checks, finalize the study of
systematic errors and investigate possible improvements.
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• Consistency checks, including the low energy region. For reasons described in details in the
text, I have carried out the analysis in a restricted energy window (320 keV . E . 2.9 MeV)
with respect to what was done for the pp cycle neutrinos analysis. This restricted range cuts
out the contribution of lower energy species, including the one of pp neutrinos. Work to
overcome this limitation is in progress and should be completed in the next months. Extending
the range of the fit also to the low energy region, both with the analytical and Monte Carlo
fits, would provide an important consistency check of the results by simultaneously extracting
both the pp chain and the CNO cycle neutrino fluxes.

• Study of systematic uncertainties. The study of possible systematic effects needs to be
completed, in particular with the addition of a part dedicated to the detector response
uncertainty. However, we don’t expect this uncertainty to be dominant with respect to the
statistical error and therefore the conclusions on the significance of the CNO measurement
should not change dramatically with respect to the preliminary result obtained in this thesis.

• Reduction on the 210Bi uncertainty. The error on the CNO-ν measurement described in this
thesis is dominated by the uncertainty on the 210Bi constraint, which is currently ∼ 15%.
This error is mainly due to the uncertainty on the assumption that the 210Bi is spatially
uniform, which is at the basis of the extrapolation of the result on the bubble to the entire
fiducial volume.

On the other hand, the error on the 210Bi rate would be reduced if the clean region enlarges,
hopefully including the entire fiducial volume. In order to pursue this goal, we have installed
a control system of the Hall C temperature to try to further increase the temperature stability
of the detector, in order to reduce the convective motions which prevent the clean bubble to
increase in size. In the next months we will see if this is sufficient to reach this goal.

• Calibration campaigns. Before the end of the Borexino data-taking, an extensive campaign of
calibrations with radioactive sources will be performed. This will allow to carry out further
consistency checks, for example, for what concerns the energy response at low energies, where
the fit shows the inconsistencies described in the text.

In conclusion, I presented the first indication of a signal of solar neutrinos from the CNO reactions
cycle, with a ∼ 4σ significance, obtained analyzing the Borexino data collected between July 2016
up to June 2019. Several consistency checks are ongoing, while we are still collecting more data.
Therefore, the results of my thesis are preliminary, but we do not expect them to change significantly
in the final release, which should take place in the next few months.
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